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A B S T R A C T

This thesis focuses on complex volumetric materials for computer graphics, from their
physically-based modeling to their perception and intuitive editing. Volumetric ma-
terials are ubiquitous in nature and manufactured objects, and range from organic
tissues such as skin, teeth, food, wood, or leaves; to marble, jade, or ice; to aggregates
of complex materials including hair, fur, and granular materials. As opposed to local
light-matter interactions in opaque materials, in volumetric materials light penetrates
inside the object, interacting with the matter inside it multiple times before leaving
the object. As these interactions can be modeled at different scales (micro, meso and
macro), a common approach is to first study the phenomena that happens at the micro-
scale, and from then, through statistical aggregation, describe the final macro-scale
behavior. The aggregated micro-scale phenomena are described by considering the en-
semble averaged optical properties of matter in a small fraction of volume. In this thesis,
we apply this statistical approach to model volumetric materials such as foundation
cosmetics and pennaceous feathers. For cosmetics, inspired by scanning electron mi-
croscope (SEM) images, we model the optical properties of the material by considering
flake-like or diffuse particles. For feathers, we model the aggregated barckreflection ra-
diance of barb’s medullas, as an ideal lambertian diffuser. Additionally we consider the
aggregated effect for all the feather with a masking analytical term derived from the
regular structure of barbs and barbules. The final appearance of a material, however,
is not only influenced by the light-matter interactions (and thus the aforementioned
optical properties), but also by how we, humans, perceive it. External factors, such as
geometry and lighting, can alter this perception, acting as confounding factors. The
way we perceive does not only affect modeling and simulation of these materials, but
also their editing, which is fundamental for content creation. For volumetric materi-
als, editing is particularly challenging since manipulating parameters often leads to
unintuitive results. The second part of this thesis focuses on the perception and edit-
ing of volumetric materials, specifically, we examine aspects related to the perception
of translucent materials, a class of materials that can be modeled as volumetric mate-
rials. We investigate whether dynamic lighting can alleviate the effects caused by the
confounding factor of light, as well as analyze the performance of different similarity
metrics for translucent materials. We then leverage the best performing similarity met-
ric to improve on the editing of translucent materials, by introducing a two-dimensional
manifold of translucent appearances over which we build a novel hybrid interface.
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R E S U M E N

Esta tesis se centra en los materiales volumétricos complejos para gráficos por orde-
nador, desde su modelado basado en la física hasta su percepción y edición intuitiva.
Los materiales volumétricos son omnipresentes en la naturaleza y los objetos manu-
facturados, y cubren desde tejidos orgánicos como piel, dientes, alimentos, madera
u hojas; hasta el mármol, el jade o el hielo; pasando por agregados de materiales
complejos como el pelo (animal y humano) y los materiales granulares como la sal
o la arena. A diferencia de los materiales opacos, en los materiales volumétricos la
luz entra en el interior del objeto, interactuando con la materia de su interior varias
veces antes de salir del objeto. Dado que estas interacciones se pueden modelar a
diferentes escalas, un enfoque común consiste en estudiar primero los fenómenos que
ocurren a microescala y, a partir de ahí, mediante agregación estadística, describir el
comportamiento final a macroescala.. En esta tesis, aplicamos este marco teórico para
modelar la apariencia de dos materiales volumétricos:cosméticos de base y las plumas
penáceas. Para los cosméticos, inspiradosen las imágenes del microscopio electrónico,
modelamos las propiedades ópticas del material considerando partículas en forma de
plaquetas o difusas. En el caso de las plumas, modelamos estadísticamente la reflectan-
cia de barbas y bárbulos, , y derivamos su comportamiento agregado considerando la
estructura mesoscópica de la pluma.

Sin embargo, la apariencia de un material no sólo depende de las interacciones
ópticas luz-materia, sino también de cómo lo percibimos los seres humanos. La forma
en que percibimos no sólo afecta al modelado y la simulación de estos materiales, sino
también a su edición, fundamental para la creación de contenidos. En el caso de los
materiales volumétricos, la edición es especialmente difícil, ya que los parámetros óp-
ticos son espacios de alta dimensionalidad, y poco intuitivos para usuarios noveles. La
segunda parte de esta tesis se centra en la percepción y edición de materiales volumétri-
cos, y en concreto de materiales translúcidos. Para ello, investigamos el efecto de intro-
ducir iluminación dinámica en la percepción de objetos translúcidos, y analizamos el
rendimiento de diferentes métricas de similitud para materiales translúcidos. A contin-
uación, aprovechamos esta métrica de similitud para mejorar la edición de materiales
translúcidos, introduciendo un espacio bidimensional de apariencias translúcidas, so-
bre el que podemos navegar para editar la apariencia de objetos usando una interfaz
intuitiva de edición.
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C O N C L U S I O N E S

En la primera parte de esta tesis, nos hemos centradoen el modelado apariencia de ma-
teriales volumétricos desde un enfoque basado en física. En concreto hemos propuesto
dos modelos de reflectancia para bases cosméticas y plumas penáceas. En el Capítulo
3 hemos modeladolas bases cosméticas como un material volumétrico compuesto por
dos tipos de partículas: difusores y plaquetas. En el Capítulo 4 hemos modelado la
reflectancia de las barbas y bárbulos que forman la pluma a escala microscópica, y la
hemos combinado en un modelo de reflectancia teniendo en cuenta la oclusión debido
a la estructura de la superficie de la pluma.

En la segunda parte de la tesis, nos centramos en un subconjunto de materiales
volumétricos, concretamente en los materiales translúcidos, y estudiamos su percep-
ción y edición. El Capítulo 5 investiga la percepción de materiales translúcidos en
condiciones de iluminación dinámica. Mientras que los trabajos anteriores se centra-
ban en la percepción de materiales translúcidos con estímulos estáticos, nosotros es-
tudiamos cómo se ve afectada la percepción cuando se utilizan estímulos dinámicos.
En el Capítulo 6 investigamos nuevas interfaces de edición trabajando en un espacio
de dimensiones reducidas que correla con la percepción humana de la translucencia,
en lugar de en el espacio de los parámetros ópticos. Para ello, hemos construido un
espacio de apariencia translúcida utilizando una métrica de distancia que correla con
la percepción humana, tal y como evaluamos mediante un estudio de usuarios.
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Part I

I N T R O D U C T I O N





1
I N T R O D U C T I O N

Simplicity is the ultimate sophistication

— Leonardo da Vinci

In the past decades, the world has experienced a continuous and steady digitaliza-
tion. The worldwide number of Internet users has almost duplicated in 10 years, from
2.8 billion in 2014 up to 5.3 billion users in 2024 [117], showing a continuous increase in
people’s use of digital content and digital media. While computer graphics have often
been used for entertainment and CAD (Computer Aided Design), the pervasive digi-
talization of the world might present new opportunities and challenges for this field.
Within this transformation, digital twins or replicas have been introduced, as reliable
digital representations of objects or physical processes, which can offer a wide range
of applications. In the context of this thesis we will focus on visual digital replicas, i.e.,
the faithful reproduction of the appearance of a real object.

A visual digital replica can be useful in the manufacturing sector, where techni-
cians can use real-time visualization to monitor the status of ongoing processes, or it
can be used to previsualize new products, reducing the costs and time associated with
the prototyping phase. Visual digital replicas are also used in retail as well, where most
of products are sold online: To attract more clients, companies now provide a faithful
pre-visualization of their online products, to give a realistic idea of the products that
are selling. Beyond digital replicas, computer graphics has valuable applications in sci-
entific visualization and education, or in historical and paleontological reconstructions.

To realistically mimick reality, it is fundamental to simulate not only the light-
matter interaction, that happens at the surface level, but also the interactions happen-
ing within an object’s volume. Materials that account for these internal interactions are
called volumetric materials and are ubiquitous in our daily lives: From organic materials
to inorganic ones, up to aggregates of complex materials (see Figure 1.1).

To efficiently generate volumetric materials, a deeper understanding of how an
object’s final appearance is generated is essential, this is a challenging problem that
involves different scientific disciplines. On one side, it requires insights into the phys-
ical processes that characterize how light interacts with matter. On the other side, it
requires an understanding of how the light that reaches our retina is interpreted by
our visual system, thus involving the fields of physiology and psychology. The correct
understanding and modeling of both fields is required in order to have faithful digi-
tal reproductions of objects: Without the correct description of the light transport, we
would simulate objects that do not look consistently realistic, while without consider-
ing the perceptual part we might simulate phenomena that have minor visual impact,
thus wasting resources.
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1.1 modeling the complexity of appearance

Figure 1.1: Examples of volumetric materials, that can be found in our daily-lives. In the top
row we show pictures of volumetric materials (from left to right: fish, jade and sand).
On the bottom row we show examples of rendered volumetric materials from left to
right: skin (courtesy of [114]), textiles (courtesy of [256]) and ice (courtesy of [108]).

1.1 modeling the complexity of appearance

Correctly simulating the light that reaches our eyes, when observing an object under
specific lighting conditions, is a challenging task that requires the simulation of the in-
teraction of light with matter at different scales, involving wave, electromagnetic, and
quantum effects. As it often happens, the explicit simulation of all these phenomena
(i.e., simulating each quantum interaction) using actual technology is unfeasible. To
overcome this problem, it is often common to study first the phenomena that hap-
pen at the micro-scale. Then, through statistical aggregation, the multiple occurrences
of micro-scale phenomena are described, leading to the final macro-scale appearance.
This allows us to derive macro-scale appearance, the one that can be observed with
bare eyes, from known micro-scale effects in a first-principled manner.

This, however is a challenging task, since there are many phenomena, that hap-
pens at different levels (micro or meso) that affect the final macro-scale appearance.
Therefore, it becomes important to decompose the final macro-scale into a hierarchy
structure of physical phenomena that take place at different levels. Consider the ap-
pearance of the Moon: Its surface can be decomposed into multiple levels, starting
with mountains and craters at a higher level, boulders and rocks at a middle level,
and ending with regolith at a finer level (see Figure 1.2). This layered classification
highlights the hierarchical structure of macro-scale appearance, where each level con-
tributes to the overall effect: Altering the finer level, by replacing the Moon’s regolith
with Mars’s regolith, will shift the Moon’s color from white to red, while changing the
disposition of mountains and craters affect the shadows that is possible to see with a
bare eye.
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Once the levels of this hierarchical structure have been identified is important to
determine which optical phenomena, when statistically aggregated, leads to the same
macro-appearance that we observe from the Earth. At higher levels, we can consider
the relative masking and shadowing caused by mountains and craters. Similarly, the
middle level composed of boulders and rocks, can be modeled through masking and
shadowing terms, showing an example of a fractal-like pattern (i.e., the repetition of the
same geometry at different scales). However, when reaching the microscopic level of
regoliths other effects, such as coherent interference caused by the extreme roughness
and compactness of particles, may become relevant. Through statistical aggregation,
we aim to model all the multi-scale effects that generate the emerging appearance. In
the case of the Moon’s surface several models have been proposed to efficiently account
for the aggregated appearance without the need to explicitly account for the finer levels
of detail [80, 81, 171].

Depending on the required precision of the simulation, it might become important
to not only characterize the surface alone of the object but also its internal structure.
This has a major visual impact when simulating structures such as organic tissues like
human skin, leaves, or fur when viewed closely. A convenient approximation of this
volume-like aggregate behavior is to assume that the light-matter interaction inside
the material can be modeled statistically, as a set of suspended independent scatterers,
via the Radiative Equation, which we describe in more depth later (see Section 2.1.4).
The suspended scatterers encode the ensemble average optical properties (e.g., proper-
ties that define how much dense, gloss, or transparent a material is) of the materials
that is characterized and are key to describing volumetric materials with very different
appearances. Simulating the light transport in volumes is computationally expensive,
therefore, methods have been devised to volumetrize surfaces as well, aiming to sim-
ulate the scattering of light inside the object without the need to explicitly instantiate
volumes. This often revolves around assuming that the underneath medium can be con-
sidered infinite in one or more directions [111, 260], or that the lateral displacement
caused by the internal scattering is so small that can be ignored [76]. These hypotheses,
in return, allow to reduce the dimensionality required to calculate the internal scatter-
ing of light from a three-dimensional volume to two or one-dimensional, simplifying
the required computational time. In this thesis, we investigate the use of such volu-
metric surfaces for efficiently simulating foundation cosmetics in Chapter 3 and for
describing the scattering that happens inside pennaceous feathers in Chapter 4. While
the correct modeling of the light transport is a requisite to generate believable models,
being aware of the part that perception plays in the final appearance is key to efficiently
modeling and editing these materials.

1.2 perceptually-based authoring tools

While physically-based models are required for obtaining realistic images, understand-
ing the processes within the human brain is equally important. Such knowledge can
help determine when complex, computationally intensive models are necessary and
when simpler, less demanding models can be effectively employed. An example of this
can be viewed in the application involving volumetric materials: While computing the
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1.2 perceptually-based authoring tools

(a) (b) (c) (d)

Figure 1.2: Different scales of appearance. (a) Moon viewed from a telescope. (b) Mountains
and craters on the lunar surface. (c) Boulder on the Moon’s surface. (d) Regoliths
present on the moon’s surface. The final appearance of (a) is caused by the aggre-
gated effects of (b),(c) and (d).

light transport that happens beneath a surface is more physically based, many surface
models are still used. The reason is that for opaque or metallic materials, most of the
energy that a light beam carries beneath the surface will be absorbed quickly. There-
fore, the final appearance of these materials can be well approximated by considering
the few scattering events that happen close to the surface levels, thus making surface-
based models a valid choice. Describing the light transport using volumes would be
more physically correct, but less efficient in terms of computational power, and with
little perceived benefits. Perceptual models have also applications in the manufacturing
world, where they can be employed in quality control of screen productions [145, 224],
among other fields.

Understanding the mechanism of human perception can have applications also
when editing volumetric materials. Physically-based models often rely on parameters
(i.e., optical properties) derived from micro-phenomena, which can produce unpre-
dictable final appearances. This is due to the non-linear behavior resulting from the
repeated occurrences of the same micro-phenomena. Moreover, many parameters are
interdependent, leading to similar final appearances obtained through different optical
parameters combinations. Finally, the number of optical parameters is often relativily
high, thus increasing the number of axis (or dimensions) that needs to be explored
during the editing phase. These three issues, non-linear behavior, paramter interplay,
and number of dimensions, creates a barrier to the widespread diffusion of appear-
ance models to the masses, and only specialized professionals can specify appearance
in a way that is plausible for tasks such as previsualization and predictions. A solu-
tion to these challenges is the research of alternative editing spaces: Instead of the
conventional bottom-up approach, where users have to fine-tune material properties
to achieve a desired final appearance, these novel editing spaces should follow a top-
down methodology. This approach allows users to specify the desired final appearance
directly, from which one or more corresponding sets of optical properties should be
derived automatically.

Additionally, while the optical properties of a material heavily influence the appear-
ance of an object, they are not the only contributors. Confounding factors, i.e., factors
that can alter the perception of an object but are not inherently related to the optical
properties of the material (e.g., the object’s shape or the lighting condition), can fur-
ther hinder the editing task. For example, if a material that has been carefully edited
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appears drastically different when viewed under a different light condition or applied
to a different shape, than it needs to be edited again. We delve more into the topic of
confounding factors in Section 2.2.

The existence of confounding factors show also a limitation of working using op-
tical parameters, that can be measured and quantified, but do not account for exter-
nal factors such as lighting or geometry. To overcome such limitation, an alternative
paradigm is to work in image space which better captures perceptual changes that
could not be otherwise registered working solely in optical parameters space. Both is-
sues related to the editing task, the difficulty of defining the final macro-behavior in the
space of optical parameters and the difficulty caused by confounding factors, should
be considered in the development of novel, intuitive, authoring tools. In this thesis, we
investigate aspects of perception focusing on the editing task of translucent materials,
a class of materials that can be modeled as volumetric materials (see Section 2.1.5).
Specifically, we investigate if light motion can be used to mitigate the confounding
effect of light position in Chapter 5, as well as analyze the performance of similarity
metrics for translucent materials in Chapter 6. Successively, we investigate over the
editing of translucent materials. We employ the best-performing similarity metrics to
develop an intuitive manifold of translucent appearances over which we build a novel
interface that can facilitate the editing task of translucent materials.

1.3 goal and overview

Due to the wide range of materials that is possible to describe, this thesis focuses on
the advances in the digital representation of volumetric materials. As an object’s ap-
pearance is the result of both light transport and human perception, in this dissertation
we investigate both fields, with the goal of improving the future digital representation
of volumetric materials.

• Part II is devoted to characterizing new reflectance models involving volumetric
materials. Chapter 3, inspired by scanning electron microscope (SEM) images,
propose to model the internal volume as an ensemble of flake-like or diffuse scat-
terers. Such modeling, allows us to obtain dewy and matte appearances, along
with other known effects, such as the increase in reflectance when stacking multi-
ple layers of cosmetics, which we validate through objective and subjective data.
Chapter 4, on the other side, investigates the use of volumetric materials to model
the scattering of barb and barbules, two types of fibers that are fundamental to
model pennaceous feathers. Since we model both types of fibers as volumetrized
primitives (i.e., we model the internal scattering of infinitely long cylinders), we
generate an analytical model that efficiently accounts for the relative occlusion
between barb and barbules.

• Part III is devoted to the perception and editing of translucent materials. Chap-
ter 5 investigate the effects of light motion on the perception of translucent mate-
rials. In Chapter 6 we leverage the limits of the human visual system to develop
a perceptually-based manifold of translucent appearances. We then employ such
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manifold in a user study case finding that it leads to better qualitative and objec-
tive improvements than traditional editing approaches.

While I am the leading first author in most of the presented works, some have been
carried out in collaboration with other researchers. Therefore, at the beginning of each
chapter, a section called "About this chapter" briefly introduces and contextualizes the
work, lists its technical contribution, and states my contribution to the project.

1.4 contributions and measurable results

In this section, we list all the publications and work done during this thesis. Specifi-
cally, this thesis led to three publications in journals (Computer Graphics Forum), one
publication in a conference (Symposium on Applied Perception), and two posters at
SIGGRAPH.

• Chapter 3: Practical Appearance Model for Foundation Cosmetics

– Dario Lanza, Juan Raúl Padrón-Griffe, Alina Pranovich, Adolfo Muñoz, Jeppe
Revall Frisvad, Adrián Jarabo.

– The paper has been published at Computer Graphics Forum (IF 2.7, JCR
44/131 Q2, Computer Science, Software Engineering). The paper has been
presented at the Eurographics Symposium on Rendering (EGSR) Conference
2024.

• Chapter 4: A Surface-based Appearance Model for Pennaceous Feathers

– Juan Raúl Padrón-Griffe, Dario Lanza, Adrián Jarabo, Adolfo Muñoz.

– The paper has been published at Computer Graphics Forum (IF 2.7, JCR
44/131 Q2, Computer Science, Software Engineering). The paper has been
presented at the the Pacific Conference on Computer Graphics and Applica-
tions (Pacific Graphics 2024).

– The project was presented as a poster at SIGGRAPH 2024.

• Chapter 5: On the Influence of Dynamic Illumination in the Perception of Translu-
cency

– Dario Lanza, Adrián Jarabo and Belen Masia.

– This paper has been accepted at the Symposium on Applied Perception (SAP
2022).

– The project was presented as a poster at SIGGRAPH 2022 and won third
place in the Student Research Competition (SRC) - Graduate Students.

• Chapter 6: Navigating the Manifold of Translucent Appearance

– Dario Lanza, Belen Masia and Adrián Jarabo.

– The paper has been published at Computer Graphics Forum (IF 2.7, JCR
44/131 Q2, Computer Science, Software Engineering). The paper has been
presented at the EUROGRAPHICS Conference 2024.
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1.4 contributions and measurable results

1.4.1 Research Internships

Two research internships, for a total of four months, have been carried out during this
PhD thesis:

• June - July 2022: two months research stay at Denmark Technical University. Host:
Prof. Jeppe Revall Frisvad. This internship has led to the development of work
presented in Chapter Chapter 3.

• January - February 2024: two months research stay at Maxon Computer Gmbh
Hosts: Dr. Enrico Rinaldi and Sebastian Häfele.

• During my stay I had the opportunity to give an internal technical talk on Land-
scape Erosion Simulation in Cinema 4D to the engineering department of Maxon
Computer GmbH.

1.4.2 Outeach and Reviews

During my PhD I had the opportunity to also give back to the commounity:

• I have been reviewer for the Eurographics conference, EAI ArtsIT conference and
for the Perception Journal.

• I have participated to the SIGGRAPH Podcast SRC Student Research Competition
winners.

• I have helped in writing one chaprter of the non-peer reviewed Unidigital IASAC
project [178].
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2
B A C K G R O U N D A N D R E L AT E D W O R K

In this chapter, we introduce basic concepts that are used throughout the rest of the
thesis. In Section 2.1 we review mathematical and physical concepts relevant to render-
ing and appearance modeling in the context of this thesis. Section 2.2, then, introduces
basic concepts of visual perception, discusses perceptual material constancy, and re-
views previous work on the perception of translucent materials, over which we build
the work presented in Part III.

2.1 physical background

Visual appearance is a complex phenomenon that involves the interaction between
light and matter at different scales. Depending on the scale at which we would like
to characterize the behavior of light we can distinguish between three macro-areas:
geometric, wave, and quantum optics. If we consider the interaction between light and
matter on a scale larger than the wavelength of visible light (between 380 and 700 nm),
geometric optics allows the modeling of many effects such as reflection, absorption,
refraction and emission. Under these assumptions, light can be efficiently characterized
as an infinitesimally small beacon of ray (sometimes called pencil ray) that propagates
in a straight line in a medium that has a constant index of refraction.

Simulating light transport with geometric optics allows to model many of the most
salient features that we normally perceive in our daily lives, with a comparatively
low computational cost, making geometric optics the standard framework in computer
graphics. Although efficient, geometric optics is not capable of modeling many of the
small subtleties present in the world. To overcome this gap, it is key to incorporate
wave-based phenomena.

When the scale of the interaction between matter and light is comparable to the
wavelength of visible light, the light-matter interaction can be described using wave
optics. At such small scale, most of the natural light is coherent, thus allowing the
creation of interference or diffraction effects. Although there are many solvers capable
of simulating these interactions, they are often computationally expensive and do not
scale well with the number of elements in the scene. Recent work [198–200] aims to
characterize wave optics using the geometric optics formalism, but the computation
time required by these solutions is still high. Therefore, it is more common to describe
the wave nature of light with ad-hoc solutions, aiming to simulate effects such as those
caused by thin-film diffraction [50, 70, 74, 193], or by the structure of the microgeometry
[43, 96, 231, 238, 240].

When the scale of interaction is less than five nanometers [97], the quantized nature
of light and matter should be considered using quantum electrodynamics. Quantum
optics, which is derived from quantum electrodynamics, aims to model such discrete
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2.1 physical background

nature, allowing to characterize and predict effects such as as phosphorescence, fluo-
rescence, or blackbody radiation. These phenomena arise from changes in the quantum
state of matter and as such they cannot be correctly explained by classical wave optics
alone. These three phenomena generate visual effects that can be commonly found in
our daily lives. Although the model of blackbody radiation is an abstract one, it is
often used to describe the radiance distribution emitted by an object heated at a spe-
cific temperature (e.g., metals that are being heated or the Sun). On the other hand,
fluorescence and phosphorescence are visual effects that can be commonly found in
our daily lives (e.g., chlorophyll, among many other organic substances, shows a de-
gree of fluorescence; while phosphorescence is more common in deep-sea animals).
An explicit simulation of the quantum effects that explain these three phenomena is
too expensive for the time budgets of standard computer graphics applications. Still, it
is possible to efficiently reproduce the visual effects of these phenomena, using spec-
tral renderers (i.e., render engines that account for all the wavelengths in the visible
range during light transport, rather than RGB renderers that consider only three spe-
cific wavelengths). Blackbody radiation can be simulated through a closed-formula
expression [191], which has been extended to non-blackbody [232], while fluorescence
and phosphorescence are simulated through the so called re-radiation functions [69,
77, 109], that describes the absorption and re-emission of light at either a different
wavelength (fluorescence) or at a different time (phosphorescence). The key idea of
re-radiation functions is to describe the relationship between incoming and outgoing
light vectors, treating these phenomena as “black boxes”.

In this dissertation, we will work under the geometric optics assumption, since it
offers a good trade-off between computation time and accuracy of the visual effects
that we are investigating.

2.1.1 Radiometric magnitudes

radiant flux The radiance ϕ, or radiant power, is defined as

Φ =
dQ

dt
, (2.1)

where dQ is the infinitesimal energy (expressed in joules) that a ray beam carries over
a portion of differential time dt. The radiant flux is expressed in Watts (W) defined as
one joule per second ([Js−1]).

irradiance The irradiance is defined as the radiant flux that passes through a
surface per unit area. More formally, irradiance E is defined as

E =
dΦ

dA
, (2.2)

where dA is the infinitesimal surface over which the flux is passing. Irradiance is mea-
sured in [Wm−2].
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radiance While irradiance accounts for the radiant flux that passes through a sur-
face, in all directions, it lacks any notion of directionality. To overcome this problem it
is useful to define the radiant flux L over surface area per unit solid angle as

L =
dΦ

dωdA⊥
, (2.3)

where dA⊥ describes the projection of the infinitesimal surface dA over the differen-
tial solid angle dω. Radiance is measured in Watts per square meter per steradian
([Wsr−1m−2]).

2.1.2 The Scattering Function

When light hits matter its interaction is defined by the optical properties of the material,
which might absorb or scatter light. Such behavior is characterized by the bidirectional
scattering distribution function (BSDF), defined as:

fo (xi,ωi,ωo) =
dLo (xi,ωo)

dEi (xi,ωi)
, (2.4)

where Lo is the radiance observed at point xi from direction ωo and Ei is the infinites-
imal irradiance that is observed at point xi when the infinitesimal area dA is lit from
direction ωi. The BSDF is measured in [sr−1]. Intuitively, BSDFs are a general way of
describing the ratio between reflected and received light, with no further insights. In
this sense, BSDFs can be seen as black boxes that allow the reproduction of known mea-
surements, but with no intuition into the physical mechanisms that are taking place
at the microscopic (or nanoscopic) level, thus limiting their capability to extrapolate to
novel conditions (e.g., novel light conditions or shape).

2.1.3 The Scattering Equation

By solving Equation (2.4) for the outgoing radiance dLo we obtain

dLo (xi,ωo) = fo (xi,ωi,ωo)dE = fo (xi,ωi,ωo)dLi (xi,ωi) | cos θi|dωi, (2.5)

where we made use of the fact that the irradiance E can be described in terms of the
radiance L by noting that dA⊥ = dA| cos θi|, where θi is the azimuthal angle between
the normal of the infinitesimal surface dA and the direction of projection, dω.

Finally, we can integrate Equation (2.5) over the unitary spherical domain of direc-
tions Ω, obtaining

Lo (xi,ωo) =

∫

Ω

fo (xi,ωi,ωo)Li (xi,ωi) |cos θi|dωi. (2.6)

Equation (2.6) is also known as the rendering equation [115]. The rendering equa-
tion is used in computer graphics to calculate the radiance that reaches an infinitesi-
mally small point in space xi with direction ωo.
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2.1.4 The Radiative Transfer Equation

While Equation (2.4) allows us to model the scattering behavior of different materials,
it only captures what happens on the surface level, with no insights into the physical
processes that are taking place beneath the surface. Similarly, Equation (2.6) describes
the light transport between macro surfaces, ignoring how light is affected by particles
dispersed in a volume (e.g., water droplets dispersed in the air generate clouds). To
overcome both problems, it is useful to describe the light transport inside a volume
filled with a medium, characterized by particles with specific optical properties. Such
characterization allows us to describe both the interaction between light and particles
dispersed inside a portion of space (e.g., clouds) and the light transport that happens
beneath the surface of an object since it can be also modeled as a collection of particles
dispersed inside a volume. Explicitly describing all the particles inside a volume can
quickly become inefficient (a single mol of an element contains 6.0221023 particles);
therefore, it is more efficient to model the medium as a volume filled with scatterers,
particles that encode the average optical properties of the constituent particles. Assum-
ing that particles are independently distributed, i.e., they do not form clusters, nor
that they emit energy, the behavior of light can described by the Radiative Transfer
Equation (RTE) [23]:

ωo · ∇L(x,ωo) = −σtL(x,ωo) + σs

∫

Ω

fp(µ)L(x,ω ′)dω ′, (2.7)

which describes the infinitesimal change in radiance at point x viewed from direction
ωo inside the volume filled with scatterers. The first term, −σtL(x,ωo), describes how
radiance is attenuated by the extinction coefficient σt, defined as σt = σs +σa, where σs

is the scattering coefficient and represents the differential probability of a light beam
being scattered from its initial direction per unit distance traversed inside the medium
and σa, the absorption coefficient, that describes the probability density of a light beam
to be fully absorbed in unit distance traversed inside the medium. The second term of
Equation (2.7) accounts for all the radiance that can be scattered towards x with direc-
tion −ωo that happens during the traversal of the infinitesimal volume. This additional
incoming radiance is defined as the product between the infinitesimal scattering prob-
ability, σs, and the total incoming extra radiance defined as the spherical integral in the
solid angle domain of the phase function, fp(µ), and the radiance observed at position
x viewed from ω ′, the integration variable. The phase function describes the direc-
tional behavior of scattering fp(µ) [sr−1], with µ = ωo ·ω ′ and . · . the dot product.
Similar to the definition of BSDF in Equation (2.4), the phase function is defined as

fp(ωi,ωo) =
dΦs(ωo)

dΦi(ωi)
(2.8)

where Φi(ω) is the incoming radiant flux with direction ω over the infinitesimal vol-
ume dV and Φs is the scattered flux in direction ωo over the the infinitesimal volume
dV . Both Equation (2.4) and Equation (2.8) describe similar concepts, and in fact they
are both measured in sr−1. This is no coincidence, as both Equation (2.7) and Equa-
tion (2.6) describe the transport of light. In the case of Equation (2.6) the light transport
only accounts for surfaces using the definition of BSDF given in Equation (2.4). In the
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case of Equation (2.7) the light transport accounts for the presence of scatterers in-
side the volume that is traversed, accounting for the directional behavior of scatterers
through the phase function (see Equation (2.8)). Additionally, Equation (2.6) describes
the boundary conditions for the RTE, which in this case are the surfaces that delimit
the volume considered by the RTE.

As can be seen from Equation (2.7), the radiance of a light beam that passes through
a medium is influenced by three parameters: σt,σs and fp, which are also known as
bulk optical parameters, sometimes called optical parameters. The bulk optical param-
eters represent the ensemble average optical properties of matter in the differential
volume.

Equation (2.7), assumes that the σt and σs are independent of direction, as well as
that the phase function only depends on the relative angle between ω and ω ′. The
formulation of Equation (2.7) might not be sufficient to express materials that show a
certain anisotropy, such as clothes, thus requiring a more general formulation that also
accounts for the average particle geometry; following [103] we can define:

ωo · ∇L(ωo) = −σt(ωo)L(ωo) + σs(ωo)

∫

Ω

fp(ωo → ω ′)Li(ω)dω ′, (2.9)

with σt(ωo) and σs(ωo) the direction-dependent extinction and scattering coefficients
and fp(ωo → ω) the directional-dependent phase function, in which we make ex-
plicit, through the → symbol, the relationship between the ωo and ω ′, and not only
their dot product as in Equation (2.7). This, however, does not impose any symmetry
over the phase function, making it potentially not reciprocal, meaning that fp(ωo →

ω) ̸= fp(ω→ ωo); reciprocity can be achieved by imposing that fp(ωo → ω)σ(ωo) =

fp(ω→ ωo)σ(ω).

In this thesis, we will often use two coefficients that are related to σt. The first one
is the single-scattering albedo coefficient defined as α = σs

σt
, which describes the prob-

ability, between 0 and 1, of scattering (instead of absorbing) at scattering events. The
second coefficient is the mean-free path mfp defined as mfp = 1

σt
, which describes the

average distance that a light beam might traverse inside the medium without incurring
in any particle.
As a final remark, it is interesting to note that although Equation (2.7) has been ini-
tially phenomenologically derived [23], only 40 years later has been derived from first-
principles [159].

2.1.5 Translucent Materials in Computer Graphics

By describing the scattering of light inside volumes, Equation (2.7) is more general
than Equation (2.6), since it allows the simulation of the entire light transport inside
an object, up to the point that volumes can be used to model surface models [39, 88].
This becomes particularly important to model light-permeable materials, also known
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as translucent materials, such as skin, food, or jade (see Figure 2.1, left, for examples
of translucent materials).

From a perceptual point of view, this category of materials lies in between com-
pletely opaque and transparent objects. In computer graphics, it is common to describe
an object made of a translucent material as an enclosing surface filled with a volumetric
medium. This simplification allows the decoupling of refraction and reflection on the
surface from the multiple scattering events inside the volume. For the rest of this dis-
sertation, the medium inside will be characterized through three types of coefficients:
the attenuation coefficient σt, the single scattering albedo α, and the phase function
fp. To simulate the surface, sometimes called dielectric interface, we will use Smith’s
microfacet [192, 210] model following the GGX distribution of microfacets. We will
characterize the surface interface through ρ, the roughness of the microfacets, and η,
the index of refraction. This approach efficiently decouples the refraction and reflec-
tion of light using the dielectric interface, and the internal scattering, as we show in
Figure 2.1, right. In this dissertation, we will sometimes refer to optically thick and op-
tically thin translucent materials; with these terms, we intend to distinguish between
translucent materials that are either particularly dense, with a comparatively high aver-
age number of scattering events required to fully traverse the medium, and translucent
materials that are particularly thin (i.e., with very few scattering events required to
fully traverse the medium). Often optically thick materials end up generating appear-
ances that share more features in common with opaque materials (i.e., background not
directly visible), while optically thin materials share visual features with transparent
materials (i.e., background is visible although blurred, strong presence of caustics).

2.2 material perception and constancy

Being able to fully describe the way in which the human brain visually perceives and
processes what surrounds us is still an open problem. In this section, we will briefly
discuss some basic concepts of visual appearance perception that will be later used in
Part III. When discussing perceptual studies, it is common to distinguish between distal
stimulus–the real object that is the focus of our attention–and the proximal stimulus–
the input that reaches our sensors–. In the case of vision, the proximal stimulus is the
radiance that reaches the cones and rods in our retina.

Despite some failing cases, our visual system can robustly recognize the same dis-
tal stimuli even when the proximal stimuli change. As an example, consider a sphere
made of metal: we can perceive the object as being made of metal independently of
whether we observe it at sunset or when the sun is at the zenith and yet, the radiance
distribution that reaches our retina is very different in the two cases. The ability of
our system to overcome these changes and still be able to recognize is called percep-
tual constancy [41, 218]. Specifically, in this thesis, we will discuss material constancy,
which is the capability of our system to consistently recognize (or not) the same mate-
rial when the proximal stimulus is changed.
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Figure 2.1: Left: Due to their internal scattering, translucent materials like fish or jade are char-
acterized by a “glowing” effect. Right: Schematic of how translucent materials are
simulated in computer graphics. Part of the incoming light is reflected back at point
xi (green lobe), or refracted inside (blue path). The refracted path gets scattered
multiple times until it finally emerges back to the surface at point xo.

Achieving material constancy is not a trivial task; the proximal stimulus that reaches
our eye is a combination of multiple factors: recalling the example from before, the
proximal stimulus is a combination of shape (the spherical shape of the object), the op-
tical properties (the fact that the object is made of metal), the light conditions (whether
we are observing the object at sunset or at zenith time) and the viewing conditions. The
factors that can alter our perception of the material without being linked to the optical
properties of the material itself are called confounding factors. In this context, several
works have discussed the effect of various confounding factors, such as geometry and
illumination [124, 185, 214], motion [146, 213], or distance [45, 110]. As an example, see
Figure 2.2 for examples of successes and failures of material constancy.

Traditionally, the main theory that had been proposed on how material constancy
is achieved assumed that the human visual system solved an inverse physics prob-
lem, essentially estimating the optical properties of the material, to solve the material
recognition task [156]. Currently, a widely accepted theory asserts that our visual sys-
tem relies on extracting meaningful features from the proximal stimulus. During our
lifetime, our brain learns how to correctly associate the features extracted from the
proximal stimulus with the distal stimulus [47]. This theory has reached now a certain
consensus [22] through different psychophysical experiments. Further support has also
recently emerged through the use of Deep Neural Networks (DNN). An example in
this direction is the work of Storr et al [201], in which the authors show how training
a neural network on simple images of glossy heightfields not only achieves human
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2.2 material perception and constancy

Figure 2.2: Left: Example of material constancy. Even if the shapes are different the two objects
are perceived to be made of the same material (courtesy of [214]). Right: Example of
material constancy failure. Both objects are made of the same material lit under the
same light conditions. However, the object on the left is perceived as brighter than
the one on the left (courtesy of [124]).

performance in glossy estimation but also leads to similar downfalls, suggesting, that
humans, similarly to DNN, learn from patterns.

If our visual system relies on features extracted from the proximal stimulus, it
becomes clear that material properties alone are not sufficient to describe how an object
will be perceived. Consequently, the space of optical properties cannot solely resolve
the final appearance of an object; confounding factors also need to be accounted for.
This has a major impact on material editing, required, for instance, to generate reliable
product pre-visualizations. This challenge arises because the parameters exposed by
the models are physically based, but ignore the effects of confounding factors. As a
result, users must further refine the optical parameters to account for the effects of
confounding factors to achieve the desired appearance.

A solution to overcome this is to generate new authoring tools that take into ac-
count not only the material properties but also the final perceived appearance. This
often resolves in authoring tools that work in image space [32, 123, 186, 188, 204, 233],
as it already expresses the interplay between confounding factors and optical proper-
ties, rather than working in the optical parameter space.

Moreover, editing directly using the final perceived appearance allows users to
avoid tweaking low-level optical parameters, which can be a daunting task. In this
thesis, we investigate the research of novel editing spaces for translucent materials. In
Chapter 6 we develop a manifold of translucent appearances working in image space,
allowing us to account for perceptual distances rather than optical ones. However, we
also maintain the link between appearance and optical properties, through inverse
rendering, allowing us to develop a novel editing interface for editing translucent ma-
terials.

2.2.1 Perception of Translucent Materials

In this section, we briefly revise previous work on the perception of translucency, over
which we build the work presented in Part III; for a more comprehensive review, we
refer the reader to the work of Gigilashvili et al. [60]. Translucent materials allow light
to pass through them and get scattered in multiple directions. Such internal scattering
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2.2 material perception and constancy

of light redistributes light in areas that would be otherwise darker [65], creating a char-
acteristic glow. Traditionally, the study of the perception of translucent materials had
always been associated with the study of transparent stimuli [156], accepting that the
human visual system (HVS), categorized material based on inverse optics. With the ad-
vancement of Computer Graphics technology in the early 2000s, realistic rendering of
translucent materials became possible, allowing Fleming and colleagues [49] to study
the perception of translucent materials using computer-generated stimuli. Through the
results of this study, Fleming and colleagues propose a new theory that claims that the
HVS extracts some low-level statistics from the proximal stimulus, and then learns
the association between the low-level statics and the material’s property. Other au-
thors have proposed the local contrast of the non-specular zone as a possible low-level
cue used by the HVS to infer properties of translucent materials [161]. More recently,
the work of Marlow et al. [147, 148] suggested that the covariance between surface
orientation and light intensity is used as a clue in translucency perception. This is in
accordance with the work of Kiyokawa et al. [122] that studies the relationship between
highlights regions and diffuse regions in translucency perceptions.

These works correlate with the fact that geometry, can also alter the perception of
translucent materials, with objects with smooth edges being perceived as more translu-
cent than those with sharp edges, as shown by Xiao et al. [240]. The reverse has been
also found true: Bumpy surfaces might look less bumpy depending on how much light
is scattered inside the object [29].

These findings relate to the fact that we use the intensity gradient to estimate sur-
face curvature: If we have a smooth gradient between a bright and a dark area, we
usually assume that the geometry is smooth. While this is generally true for smooth
opaque objects, for translucent materials such association between gradient and geom-
etry does not hold particularly well. The internal surface scattering causes a non-linear
re-distribution of the energy inside the object [66] that breaks this relationship. It is
likely that when facing front-lit translucent materials we tend to reconstruct the geom-
etry from surface highlights, as they can give a more reliable cue on surface orientation,
and then use other metrics or features to assess material’s property [147].

Highlights and diffuse regions are not the only areas used for assessing translu-
cency: thin areas (i.e., areas which are particularly thin and therefore scatter less the
light) tend to be observed by users when assessing the level of translucency of objects
[62, 63]. Similar results are explored by Chowdhury and colleagues [29], who report
that removing silhouette edges from the stimuli alters the observers’ perception.

Lighting conditions have also been proven to be another confounding factor when
observing translucency [239]: Objects that were lit from behind appear optically thin-
ner, while the same object frontally lit is perceived to be more optically thicker. These
results, however, were dependent on the phase functions of the scattering material: As
expected, light direction was more relevant in forward scattering media where light
penetrates deeper in the material while having little effect in isotropic media. Behav-
ioral experiments point out how humans prefer to put the object between the light
source and the eye when assessing the translucent nature of an object [59].

The absence of chroma can also alter the perception of translucency [135], although
it is not sufficient to elicit a sense of translucency in materials [49].
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2.2 material perception and constancy

Translucency perception is a complex phenomenon that is far from being com-
pletely understood. There are numerous studies that point out how translucency as-
sessment is also entangled with the three-dimensional estimation of the object [122,
147, 148], however, these studies have focused on the perception of translucent ma-
terials that are optically thick (i.e., it is not possible to see through the object) when
frontally lit. However, it is not clear if this also applies to objects that are backlit, or
for optically thin materials (i.e., it is possible to see a blurred background through the
object). It is likely that the HVS relies on different strategies depending on the light-
ing conditions (whether the object is lit frontally or from behind) and depending on
the optical parameters (whether the object is optically thin or optically thick). In this
context, the work of Xiao et al [239] shows that light conditions can lead to the same
material being perceived differently. We investigate in a similar direction by studying
if dynamic lighting can alleviate such lack of constancy in Chapter 5.
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Part II

R E F L E C TA N C E M O D E L S

In this part we delve into appearance modeling by developing novel re-
flectance models. The first chapter of this part, Chapter 3, is focused on the
reproduction of foundation cosmetics. The main contributions are the devel-
opment of a new reflectance capable of reproducing different ranges of ap-
pearance, and its validation, both visually and through ground-truth data.
The second chapter of this part Chapter 4, aimg to simulate the far-field
appearance of feathers. The main contributions are accounting for charac-
teristics specific of feathers, such as non-cylindrical cross-sections, and the
development of a new masking term that accounts for the relative occlusion
of barbs and barbules, two key components of feathers.





3
A P R A C T I C A L A P P E A R A N C E M O D E L F O R C O S M E T I C S
F O U N D AT I O N S

about this chapter

In this work, we introduce a novel reflectance model for foundation cosmetics that
replicates a wide range of appearances—from glossy to matte to velvety—using a mul-
tilayered BSDF designed to simulate the stacking of multiple cosmetic layers. We take
inspiration from microscopic particulates used in cosmetics, and characterize each in-
dividual layer as a stochastic participating medium with two types of scatterers that
mimic the most prominent visual features of cosmetics: spherical diffusers, resulting
in a uniform distribution of radiance; and platelets, responsible for the glossy look
of certain cosmetics. We validate our model against measured reflectance data, and
demonstrate the versatility and expressiveness of our model by thoroughly exploring
the range of appearances that it can produce. As the leading author, I have led the mod-
eling and implementation of the reflectance model, worked on the virtual scenes used
in the various experiments in the paper, and contributed to the optimization phase. I
have also led the writing of the manuscript. The work introduced in this chapter has
been accepted to Computer Graphics Forum and presented at the Eurographics 2024

conference.

D. Lanza, J.R., Padrón, A. Pranovich, A. Muñoz, J.R., Frisvad & A. Jarabo
A Practical Appearance Model For Cosmetics Foundations

Computer Graphics Forum (EGSR 2024)

3.1 introduction

Since ancient times, decorative cosmetics have been used in virtually all existing cul-
tures around the globe. From the prehistoric mineral-based pigments [227] to modern
sophisticated chemical makeup, cosmetics have been used for enhancing appearance
and hiding imperfections, for ritual painting, theatrical purposes, or most recently, vi-
sual effects. However, despite their ubiquity, cosmetics have not been explored much
in graphics, most likely because they are generally baked into the look-development
process for virtual humans. Rendering of cosmetics has received little attention, limited
to image-space [166, 242, 245] or texture-space manipulation [184, 248], or simplistic
physical models [93, 131, 132]. Existing models either directly manipulate an image
or describe how cosmetics modify the parameters of conventional analytic shading
models. Our approach models the light-scattering particles in the cosmetic layer and
computes the effect of such a layer using position-free Monte Carlo simulation.
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3.2 related work

Several types of cosmetics exist with different areas of application and intended
goals. In the case of facial makeup, one or more relatively thin layers of cosmetics are
applied on top of the skin, resulting in a multilayered structure. Facial makeup cosmet-
ics, including foundation, concealers, rougers (blusher), bronzers and highlighters, consist
of a combination of microscopic colored diffusers and platelets, either suspended in a
water-based host medium, or presented as powder that sticks to the outermost sebum
layer of the skin. At a macroscopic level, the diffusers and platelets interact with light
as a scattering medium.

In this work, we focus on the base layer or foundation. A foundation aims to provide
a uniform skin hue over the whole face upon which other makeup layers can be stacked.
A key visual attribute of a foundation layer is its finish: Different foundation products
exhibit distinct visual characteristics ranging from a matte finish that results in a non-
shiny, velvety appearance; to a dewy finish that aims for a more natural appearance
making the skin brighter and shinier to evoke an impression of a healthy skin.

Based on the observed types of appearance existing in foundation cosmetics, we
propose an intuitive empirical appearance model for foundation makeup, where we
model each cosmetic layer as a finite volumetric scattering layer, and where the bulk
scattering properties are derived from a mixture of spherical-like and platelet-like scat-
terers. This enables us to stack an arbitrary number of makeup layers, resulting in a
single bidirectional scattering distribution function (BSDF). We implement our model
using the position-free Monte Carlo formalism [76], allowing for multiple scattering
and arbitrary distributions.

Our model is able to reproduce a wide variety of appearances, from dewy to matte.
We compare our model against measurements of real-world cosmetics, and show that
our model closely fits such measurements, while reproducing the main visual features
of cosmetics when applied on top of digital human skin. In addition, we show that our
model can be used to model other types of cosmetics (e.g., blusher) and enables the
stacking of multiple makeup layers as exemplified in Figure 3.1.

3.2 related work

volumetric materials . As discussed in Section 2.1.4 light scattering in a vol-
ume can be modeled using Equation (2.7) [23], or its variants for anisotropic (Equa-
tion (2.9)) [104] or correlated media [12, 108]. Based on this theoretical framework, nu-
merous appearance models have been proposed for materials such as skin [3, 37, 100,
195], paper [175], cloth [254, 256], leaves [6], special pigments [74], ice [53], wood [137,
150], or granular media [154, 163]. Our work follows this line of work and models
foundation makeup as a combination of isotropic and anisotropic scatterers inside a
scattering medium.

multilayered materials . Early work on rendering of multilayered materials
simulated the reflection and transmission by the multilayered structure of skin and
leaves using subsurface scattering [36, 79], being limited to diffuse reflectance. Later
work proposed using the adding-doubling method on spatio-angular scattering repre-
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3.2 related work

sentations of thin slabs for stacks of isotropic [107] and anisotropic layers [250]. These
methods require expensive precomputation and large storage requirements. On the
other hand, approximate models have been successful in practice, due to their effi-
ciency and simplicity [10, 228, 229]; these methods follow the microfacets formalism,
which makes them very suitable for integration in modern offline and real-time render-
ers, at the cost of reduced fidelity of the underlying light transport. A more accurate
precomputation-free solution was proposed by Guo et al. [76] based on Monte Carlo
random-walks inside the layered material; they leveraged a position-free formulation
of light transport for providing bidirectional estimators of the BSDF, leveraging vari-
ance reduction via multiple importance sampling. This work was later extended to
support more advanced sampling estimates [54, 237]. Previous work [221] proposed
a different formulation for multilayered materials, by proposing index-matched layers.
This significantly simplified the layer stacking, allowing for closed-form solutions for
the single-scattering BRDF, and allowing simple learning-based multiple scattering ap-
proximations. This learning-based modeling of layered materials was further explored
recently for all components of the BRDF [75]. In this work, we leverage multilayer
material formulations for the modeling of our makeup BSDF. Specifically, we imple-
ment our model on top of position-free Monte Carlo [76], following the index-matched
simplifications that previous work proposed [221] in the context of layered materials.

visual reproduction of cosmetics . A considerable body of work on visual re-
production of cosmetics has focused on image-space makeup transfer [24, 33, 113, 134,
138, 139, 206, 220, 242, 245, 247]. Such works do not aim at characterizing the underly-
ing properties of cosmetics but rather transfers an example of makeup from an input
photograph to a target image, as in style-transfer methods. The facial appearance of a
3D model is usually described by textures. One way to encode makeup is to model how
texture layers like diffuse, specular, and scattering albedo change when the cosmetic
is applied [184, 248]. While these methods are useful for setting parameters in an ana-
lytic spatially-varying BRDF, like the conventional microfacet model [210], they do not
enable us to compute the appearance of an applied cosmetic based on the constituents
of the makeup material. With reflectance measurements from a gonioreflectometer one
can fit a microfacet model to the data and use this to analyze the appearances of dif-
ferent cosmetics. This has been done for liquid foundation cosmetics [160, 209], and
the researchers found that a data-driven model based on principal component anal-
ysis (PCA) provided a better representation of the data than the Torrance-Sparrow
model. However, a data-driven BSDF does not lend itself to editing and representation
of related materials. Closer to our work, Huang et al. [93] and Li et al. [131, 132] re-
produced the appearance of a liquid foundation by modeling a cosmetic layer using
Kubelka-Munk theory for the diffuse reflectance and transmittance of the layer and a
microfacet model for its specular reflectance. However, as found in the PCA study, the
conventional analytic microfacet BRDF model cannot accurately capture the directional
distribution of the scattered light and the Kubelka-Munk theory is diffuse, i.e., there is
no directional dependency.

In contrast, we model the appearance of foundation makeup by computing the
directional distribution of the light due to scattering by the different types of particles
inside the layer.
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3.3 foundation cosmetics

Natural State Product Powder Mixed
Figure 3.2: Left: Scanning electron microscope (SEM) pictures of different minerals in their nat-

ural state (in clockwise order): Silica, Talc, Kaolin and Titanium Dioxide. Note how
Talc and Kaolin have a polygonal and plate-like geometry, while Silica and Titanium
Dioxide have a more round or cubic shape. Right: SEM image of the product powder
mixed with the sebum stratum. Courtesy of Jeon and Chang [112].

3.3 foundation cosmetics

Foundation cosmetics, as well as other types of cosmetics (e.g., eyeshadows, lipsticks
or primer), are generally made from a combination of colorants, minerals, vitamins
and other chemicals included for skin health reasons [226]. A fundamental distinction
between foundations is the base used for dispersing these constituents. Liquid-based
foundations typically disperse these particles within a host medium such as water or
silicone. As the majority of the particles are not soluble in the host medium (talc is
not water-soluble, for example) the final system is colloidal, meaning that tiny parti-
cles are dispersed within the host medium. In contrast, powder-based foundations use
the sebum stratum to bind these materials together, forming a layer in which cosmetic
particles are mixed with the sebum [112]. Common colorants include minerals such as
talc, kaolin, silica, or titanium dioxide, which are present as small powder-like particles
with different shapes [112]. While minerals like kaolin and talc have flake-like polyg-
onal geometry, titanium dioxide or silica tend to have spherical or cuboidal shapes
(Figure 3.2). This difference in shape results in radically different scattering behavior,
leading to a different finish of the makeup. The color and finish are thus the two most
important visual attributes for a correct reproduction of the appearance of a foundation
layer.

coloration Since foundation layers are used to create an even layer, the color
and hue of the foundation have to roughly match the underlying skin hue, making
colorants a key aspect of a foundation layer. Colorants can be categorized into two
types: dyers, derived synthetically, and pigments, which have a biological origin. As
colorants can have an impact on human health, efforts have been intensified to develop
new technologies to ensure a stringent control of colorant concentration in cosmetic
products [71, 72]. The main source of coloration is scattering and absorption, since
regulations [21] do not allow coloration through photoluminescence or other chemical
reactions. In addition, diffractive particles are allowed to be used as colorants in effect
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3.4 a bsdf for foundation cosmetics

Skin layer

Cosmetic layer

Air

Platelets

Diffusers

Specular

platelet Spherical

diffuser

Skin subsurface

scattering

Figure 3.3: We model a single foundation layer as a medium filled with two types of particles:
platelets and spherical diffusers. Platelets generate specular lobes, using a more
anisotropic phase function. In contrast, spherical diffusers generate rougher finishes,
due to a more isotropic phase function. We account also for the subsurface scattering
due to the underlying skin model.

pigments [143], though these are not common due to the need for running extra safety
studies. We focus on the most common scattering-based colorants.

finish Different foundations exhibit distinct visual characteristics ranging from a
matte finish, resulting in a non-shiny, velvety appearance, to a dewy finish, aiming to
achieve a more natural appearance that makes the skin brighter and shinier to evoke an
impression of a healthy skin. The finish of a foundation layer is mainly caused by the
concentration and shape of the different particles that constitute the bulk properties
of the material, which directly affects the scattering behavior. While flake-like particles
scatter light more coherently, spherical particles scatter light in a more isotropic fashion,
leading to a more matte appearance.

summary The appearance of foundation cosmetics is the result of multiple scatter-
ing by a thin scattering medium, modeled by the combination of two types of scattering
behavior: On one hand, we can assume that diffusers are responsible for the diffusive
look and incoherent backscattering in matte appearances, while more directional scat-
terers (such as platelets) model the more coherent scattering reflection responsible for
the highlights prominent in dewy foundations. These are somewhat aligned with dif-
ferent types of particles used to produce foundation cosmetics. Based on these different
types of observed type of scattering, in the following we present our model, defined us-
ing radiative transfer theory as a mixture of different scatterers in a scattering medium.
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3.4 a bsdf for foundation cosmetics

3.4 a bsdf for foundation cosmetics

As described in section 3.3, foundation cosmetics are applied as a layer on top of the
skin, and its appearance is the result of the volumetric scattering in the layer. We model
the layer statistically, as the combination of two uncorrelated scatterers uniformly dis-
tributed in the medium: spherical diffusers and anisotropic reflective platelets. Fig-
ure 3.3 shows a diagram of our model for a single foundation layer over the skin.

We assume elastic scattering, i.e., both the energy and scatterers numbers are con-
served, and negligible wave-optical coherence in the multiple scattering component.
In addition, given the small thickness of foundation layers, we assume no horizonal
scattering, and therefore that light exits at the same position as it enters. Thus, we
represent the foundation layer using a BSDF, defined as the result of all light-matter
interactions occurring in the cosmetic for a ray of incident light at direction ωi and
exiting the surface at direction ωo. Following Guo et al. [76] we model f(ωi,ωo) using
a position-free variant of the path integral as

f(ωi,ωo) =

∫

Ω(ωi,ωo)

Φ(x)dµ(x), (3.1)

with Ω(ωi,ωo) the space of light paths entering and exiting the differential surface at
directions ωi and ωi respectively, Φ(x) the contribution of the path x ∈ Ω(ωi,ωo) as
the sequence of scattering and absorption events inside the foundation volumetric layer,
and µ(x) the measure of path x. By construction, the BSDF modeled by Equation (3.1)
is energy conserving and reciprocal only if the scattering events conserve energy and
are reciprocal.

modeling the optical parameters We model the foundation layer as a statis-
tical volumetric scattering plane-parallel layer with thickness t. To account for specular-
like scattering, we describe light transport using the anisotropic radiative transfer
framework [104] (Equation (2.9)). The anisotropic RTE is characterized by the extinction
and scattering coefficients, σt(ωo) and σs(ωo), and the phase function fp(ω → ωo).
We assume that the host medium has negligible effect on these optical properties, and
thus only spherical diffusers and platelets are responsible for the appearance. This is
reasonable since the thickness of foundation layers is usually small, and the layer is in
a semi-dry state. Most of the appearance is thus the result of the interaction with only
the minerals and colorants. In Section 3.5 we validate this choice. Building on top of the
spatial uncorrelation assumption, we model the extinction coefficient as the combined
probability of extinction for both diffusers σd(ωo) and platelets σp(ωo), following

σt(ω) = σd(ω) + σp(ω) = NdCd +NpCp(ω), (3.2)

with Nd and Np the number density of spherical diffusers and platelets in m−3, respec-
tively, and Cd and Cp(ω) their extinction cross sections in m2. Note that the extinction
cross-section of the spherical diffusers has no dependency on the direction. To find
practical user parameters, we model extinction as a function of a base extinction

σbase = σd +Np max
ω
Cp(ω) (3.3)
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3.4 a bsdf for foundation cosmetics

representing the non-directional part of the extinction coefficient for all the scattering
particles in the material. To include the directional dependency, we use

σt(ω) = σbase
(

cd + (1− cd) Ĉp(ω)
)

, (3.4)

with Ĉp the normalized version of the extinction cross-section of the platelets and cd the
relative concentration of spherical diffusers out of the total concentration of particles:

Ĉp(ω) =
Cp(ω)

maxωCp(ω)
and cd =

σd

σbase
. (3.5)

Since we assume that all chromatic effects arise only from absorption and that wave-
dependent extinction cross-sections do not contribute, our Cp(ω) shows no spectral
dependence.

To introduce practical parameters for specifying the part not being absorbed, we
use non-directional spectral single scattering albedos for the spherical diffusers αd and
the platelets αp. The single scattering albedo is defined by α(ω) = σs(ω)/σt(ω), so we
use the factors for diffuse and directional extinction in Equation 3.4 to model this:

α(ω) =
αd cd +αp (1− cd) Ĉp(ω)

cd + (1− cd) Ĉp(ω)
. (3.6)

Finally, we build our phase function as a linear blend of the phase functions of
diffusers and platelets fp,d and fp,p, weighted by the total scattered light by each of the
particles following

fp(ω→ ωo)

=
αd cd fp,d(ω→ ωo) +αp (1− cd) Ĉp(ω) fp,p(ω→ ωo)

αd cd +αp (1− cd) Ĉp(ω)
. (3.7)

This phase function is normalized if both fp,d and fp,p are normalized. As discussed
in Section 2.1.4 the phase function of Equation (2.9) is not reciprocal, but reciprocity
is achieved due to f(ω → ωo)σs(ω) = f(ωo → ω)σs(ωo). Thus, our BSDF (3.1) is
energy-conserving and reciprocal. In the following, we detail the scattering behavior
of both diffusers and platelets, and the implementation of our model.

3.4.1 Scattering by Diffusers

Following the measurements by Wang et al. [222], who analyze colloidal systems made
of nanoscopic titanium dioxide particles, we use a mixture of phase functions to model
the scattering of diffusers. This is common practice in computer graphics and related
areas [38, 67, 259]. In particular, we model the scattering from diffusers using a mixture
of two Henyey-Greenstein lobes pf,HG(ω → ωo|g) each parameterized by the mean
cosine of the scattering angle g [89]. This is similar to previous work modeling the
scattering of sunscreen lotions [168]. The resulting phase function is

fd(ω→ ωo) = wgpf,HG(ω→ ωo|g1) + (1−wg)pf,HG(ω→ ωo|g2), (3.8)

with wg ∈ [0, 1] the blending parameter between the two lobes.
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3.4.2 Scattering by Platelets

To reproduce the glossy appearance required by a dewy finish, we use platelet particles,
i.e., flat particles suspended in the medium that generate a glossy reflection. Platelets
are purely reflective micro-flakes [104] suspended in the medium, following the SGGX
distribution of normals DSGGX(ωm) [88], with ωm the microflake normal.

We assume a disk-like distribution of platelets, and parametrize DSGGX(ωm) by a
roughness Λp parameter along the distribution’s mean direction, and a rotation angle
θp that rotates the mean direction of the distribution with respect to the tangent direc-
tion of the surface, so that the distribution does not need to be aligned with the surface
normal.

The distribution of normals DSGGX(ωm) directly enables us to compute the pro-
jected area of the platelets, which we, as in previous work [87, 104], assume equal to
Ĉp(ω). As phase function, we opt for a specular SGGX phase function without Fresnel
effects, so that the phase function for platelets is defined by

fp(ω→ ωo) =
DSGGX(ωh)

4Ĉp(ω)
, (3.9)

with ωh = (ω+ωo)/∥ω+ωo∥ the half vector.

3.4.3 Implementation & Properties

We implemented our model in PBRT v4 [177] on top of the position-free Monte Carlo
framework from Guo et al. [76]. This allows us to compute multiple scattering as an
average of random walks inside the layer with next-event estimation for variance re-
duction, and to easily stack multiple layers of cosmetics. The source code, scenes and
reflectance measurements are available on the project page.

We compute Equation (3.1) using a Monte Carlo estimate, by randomly sampling
paths starting at direction ωi. We build the random walk by using exponential mean
free path sampling with pdf(ω, s) = σt(ω) exp(−σt(ω) s). A collision is found as long
as the sampled distance s remains inside the layer. Otherwise, we move to the con-
tiguous layer (the skin or outside). At each interaction inside the medium, we select a
lobe (platelet or one of the two Henyey-Greenstein lobes) using Shirley’s remapping
[190] (with probabilities driven by cd and wg). Then, platelets are sampled using SGGX
visible normals sampling [87], while Henyey-Greenstein phase functions are sampled
using the usual CDF-inversion-based routine. Absorption is handled by multiplying
the throughput by the single scattering albedo (Equation 3.6) at each bounce. To re-
duce variance, we only use Russian Roulette as a path termination criterion after 128

bounces. The sampling routines and PDF functions are evaluated following PFMC [76],
using a forward path sampling inside the medium, with PDF the probability density
of generating the path.
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Figure 3.4: Measured samples (top row), wrapped around a cylinder for demonstration pur-
poses. Reflectance profile measured with our setup (bottom row), with angles of
observation θo on the horizontal axis and angles of incidence θi on the vertical
axis. Negative angles of observation represent retro-reflectance configurations. Black
pixel areas indicate that no information was available.

3.5 analysis and evaluation

In this section, we validate our model against measurements of cosmetics reflectance.
We capture the reflectance from four liquid-based foundations from Clarins, with vary-
ing colors and finishes, from dewy to matte. In particular, we select Skin Illusions 105

Nude (Dewy 1), Skin Illusions 112 Nude (Dewy 2), Skin Illusions Velvet 103 Nude (Matte 1)
and Skin Illusions Velvet 108 (Matte 2). We show samples for each of them in Figure 3.4,
top row.

3.5.1 Sample Preparation

We captured the reflectances using a home-built setup, consisting of a gonioreflectome-
ter, a light source (Xenon lamp emitting in about 6200K temperature), and an Ocean
Optics spectrometer with fibre input and an attached collecting lens, as shown in Fig-
ure 3.5. We directed a collimated beam with a diameter of 4 mm onto the sample. The
direction of incidence was explored by rotating the sample holder, and the direction of
observation by independently rotating the receiver’s arm. Reflectance values were esti-
mated by dividing the received spectral values by the signal reflected from a white
reference, a 99% spectralon by Labsphere. Calibration with spectralon additionally
compensates for the geometrical foreshortening [225]. We collected our measurements
on a flat black slab made of matte polymer, which we found easier to calibrate than
synthetic skin, and that simplified the layer beneath the cosmetic, which was useful for
optimization. We could not directly measure the thickness of the samples, however, we
performed several measurements on a silicon plate (mirror) to validate that we were in
the multiple scattering regime. We added thin layers of the cosmetic product until we
found no difference in measurements with respect to the number of layers.
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Light source

θ
i

θ
o

Sample

Receiver

Figure 3.5: Experimental setup for measuring reflectance. We modify a commercial gonioreflec-
tometer to collect spectral reflectance in non-specular directions.

In preparation for our samples, we applied a thick layer of cosmetic product on
a black substrate. This is different from previous work [160], where measured cos-
metics were applied on top of synthetic skin that might interfere with the cosmetic’s
reflectance data. We measure our samples in a semi-dry state, leaving them resting for
an hour to allow the formation of a homogeneous layer. This resembles better the condi-
tion of a product when it is applied since usually a small quantity of product is spread
over a comparatively large surface. Air exposition is likely to evaporate the product
into a semi-dry state. This mechanism might also impact the hue of the product [246].

3.5.2 Captured Data

Figure 3.4 shows the captured data for our four liquid foundations. We plot mea-
sured data as sRGB- colored patches to better visualize the color and highlight shape
changes. As we sparsely gather measurements we linearly interpolate between mea-
surements and leave black pixels to represent lack of data. We measure both forward
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3.5 analysis and evaluation

and backscattering for all products, although our setup does not allow us to measure
for all light-view configurations, in some cases due to low a signal-to-noise ratio.

We only capture the inclination angle and not azimuthal data as our setup did not
allow it. However, we believe that this is not a major issue since cosmetics are often
applied on the skin without following any precise stroke direction, but rather in a
circular manner, precisely to hide any anisotropy. Therefore, it is reasonable to assume
that a small amount of reflectance changes occurs in the azimuthal plane and that most
of the changes in appearance happen along the inclination angle.

As seen in Figure 3.4, the selected samples exhibit different reflectance behaviors:
Dewy 1 and Dewy 2 displays a dewy finish, characterized by sharp highlights. Matte
1 can be considered an intermediate foundation, similar to a velvet finish, showing
highlights for only grazing angles. In contrast, Matte 2, is clearly matte (absence of
highlights). In all cases, we found some backscattering, in agreement with previous
work [160].

3.5.3 Comparison between model and captured data

To analyze how accurately our model can represent the actual appearance of cosmetics,
we fit our model to the measured data for each of the four samples, by solving

argmin
πi

∑

(θi,θo)∈M

d (I (θi, θo) , fs (θi, θo,πi)) , (3.10)

where πi is the appearance model parameters (see Section 3.4), I(θi, θo) is the mea-
sured data in linear RGB space at incoming angle θi and outgoing angle θo, fs (θi, θo,πi)

is our BSDF, and d(·, ·) is the L2 distance metric. Our model is evaluated using Monte
Carlo integration as described in Section 3.4. We use a derivative-free optimizer (mod-
ified Powell algorithms from the SciPy library); since this approach is sensitive to ini-
tialization we first perform a manual selection of the parameters and then use the
optimizer to refine the solution. We use the L2 distance function in linear RGB space,
although we show the results in sRGB space. We prepared the digital replica by setting
the underlying layer as a black Lambertian surface and set the foundation layer thick-
ness to 16 optical depths to enforce the multiple scattering conditions in which samples
were taken. Computation-wise, we limit the number of bounces to 512, we then sample
each direction 128 times. We evaluated this setup with preliminary experiments and
found that it offered a good trade-off between time of execution and energy loss. We
run the optimization described, allowing the model to optimize also for the IoR and
surface roughness parameters (using the Trowbridge-Reitz distribution). At the end of
the optimization cycle, we found values close to 1.0 for the index of refraction, thus
supporting the validity of our interface-free simplification of the medium, which al-
lows us to further reduce the number of parameters and reduces the computational
cost by removing an interface from the computations.

Figure 3.6 shows the results of the optimization process for the four samples (last
row), among the error measured under the L2 loss function. Our model captures the
general behavior of the measured data in terms of reflected energy, color and highlight
shapes. Some small differences are present in the intensity gradients of the diffuse
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part of the darker samples at grazing angles (Matte 2 and Dewy 2). We discuss these
differences in Section 3.7.

ablation study. We ran an ablation study of our model to examine the effect
of its various components. Using the approach discussed above, we optimized three
incremental versions of our proposed model: One composed of spherical diffusers only
(Diffusers Only), one that is composed of platelets only (Platelets Only), and one that
uses both particles but with a single lobe for the spherical diffuser particles (Full, Single
Lobe). We initialize the optimization of each variation using the fitted parameters of
our full model (Full, Two Lobes). Figure 3.6 shows the results of this ablation study:

It demonstrates that a model with only one particle type, either diffusers or platelets,
is unable to properly reproduce the highlights of glossy appearances (Dewy 1 and
Dewy 2). The reason is that one type cannot simultaneously generate highlights at
grazing angles and in near-specular directions. In contrast, the combination of both
particles with single-lobe diffusers generates results that are comparable with our full
model, except for minor hue differences in Dewy 2. This suggests that a model with
single-lobe diffusers could be sufficient to represent some real-world cosmetics, at the
cost of losing expressivity, as we show in the next section.

3.6 results

In this section, we visually analyze our model in realistic use cases. We implemented
our model as a layered material in PBRT v4 [177]. For the base skin, we use the random-
walk-based default PBRT skin model. We first demonstrate our model using the real-
istic materials captured in the previous section; then we analyze the appearance space
defined by the parameters of our model.

We report rendering times and sample counts, in addition to the user parameters
obtained through optimization of the measured foundations, in Appendix C.1.

captured data Figure 3.7 shows our model with the parameters obtained from
captured data, applied on top of the PBRT skin model. As expected, while the two
dewy foundations enhance the highlights, matte foundations remove the highlights.
Note how both dewy and matte foundations also slightly reduce the effect of skin
subsurface scattering.

In Figure 3.8, we qualitatively evaluate our model against pictures of cosmetics
applied on real skin. Our model reproduces the trends shown in the pictures: an in-
crease in reflection when Dewy 1 is applied to the skin, and a more matte appearance,
especially at grazing angles, for Matte 2.

appearance exploration Figure 3.9 (a) explores the effect of the concentration
of diffusers cd and the thickness t (in mean-free-path units). In this experiment, we use
a single phase function for the spherical diffusers. Increasing the thickness reduces the
effect on the appearance of the underneath layer, while increasing the concentration of
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Figure 3.8: We compare renderings obtained with our model (right) with photographs (left) of
cosmetics applied over bare skin on the forehead. In both renderings and pictures,
we apply the cosmetic on the left side of the forehead, leaving the right side with
bare skin for reference. Our model captures the subtle increase in reflectance when
Dewy 1 is applied (central area of the forehead). On the other hand, the model is
also capable of generating a matte appearance for grazing angles when Matte 2 is
applied.

platelets (smaller cd) increases the glossiness of the skin. In contrast, when increasing
cd the appearance shifts to matte, as expected. The reason for brighter highlights with
increasing thickness in dewy foundations was observed by Yoshida et al. [249], where
the authors explained that multiple applications of cosmetics lead to an increase in the
reflected light. We have to clarify that this is not necessarily a general characteristic of
all cosmetics, but rather a behavior that is shown by a certain subset of products.

In Figure 3.9 (b), we investigate the influence of cd and Λp, the concentration of
diffusers and the roughness of the platelets. We see that both parameters alter the per-
ception of glossiness, although in different ways. While cd affects the intensity of the
highlights, Λp alters the shape of the highlights, going from sharper to broader high-
lights. Similar to before, these phenomena can be explained by observing that increas-
ing cd only decreases the chances of hitting a platelet, without altering the scattering
behavior of the particle itself. On the other hand, Λp affects the scattering behavior of
the particle, with rougher appearances obtained for bigger particles. We believe that
these two parameters, cd, and Λp can be helpful during editing, as they allow artists
to edit two different dimensions of gloss perception, contrast, and sharpness of the
highlight [176].

We investigate the influence of using one or two-lobed phase functions in Fig-
ure 3.9(c) to see how t and cd alter the appearance when diffusers are modeled with
different phase functions. We observe that when diffusers are defined with a two-lobed
phase function, the same parameters yield darker and more saturated colors. This can
be explained by noting that when having two strongly anisotropic lobes, light tends to

40
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be either forwarded or backscattered, thus resulting in a darker appearance, since less
light gets scattered horizontally.

As expected, the influence of the skin layer is greater for small thickness values,
while for higher values the appearance converges to a similar result, regardless of the
appearance of the skin.

In Figure 3.10, we explore the capabilities of our model to reproduce the adequate
hue for different skin types, for different product types. In each row, we apply four
cosmetics strips, with only one of them matching the hue of the underlying skin type.

This illustrates how a cosmetic product that does not match the hue of the under-
lying skin can be easily spotted. We run this experiment for both dewy and matte
foundations, showing that our model is capable of generating an adequate hue for the
different types of products. Matte cosmetics, as expected, provide a closer color match,
while dewy foundations provide more desaturated colors in exchange for increased
highlights

We also observe that the effect of glossiness is more prominent for darker skin tones,
as observed in previous work on glossiness perception [176]. This is a key aspect that
has to be considered for different skin types.

Finally in Figure 3.11, we explore the results of applying layers of foundations
characterized by different final appearances. We run this experiment by taking dewy
and matte foundation cosmetics and observing how they interact with each other de-
pending on the order in which they are applied. We observe that the topmost layer
dominates the final appearance. This is expected as the brightness of highlights is
dominated by the first bounce, therefore the first few bounces are key in determining
the final appearance.

3.7 conclusions

We proposed a scattering model for characterizing cosmetic material using colored
volumetric spherical diffusers and platelet particles. We demonstrated that this model
is capable of reproducing the main characteristics of foundation layers by fitting the
model to measured bidirectional reflectance data of sample products. We investigated
the appearance space that our model spans, confirming that is possible to achieve
believable results with our model. As opposed to previous work, we offer a model
that can be easily edited and used to predict different appearances without necessarily
being entangled with the skin type on which it was applied. We believe that our model
offers a solid base but additional work is required to capture all the subtle nuances of
cosmetic materials.

Strictly speaking, our model focuses on foundation makeup, and we have only val-
idated it against this type of cosmetics. However, as shown in Figure 3.1, we can use
our model to replicate the look of other types of makeup, which shows the versatility
of our approach. Nevertheless, a more thorough analysis against measurements would
be required for validating other ranges of cosmetics. Note also that the foundation
samples are specific for light skin; however, as shown in Figure 3.10 our model is able
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Matte Dewy

Figure 3.10: Experiment matching the hue of different skin types. In each row, we simulate dif-
ferent cosmetic strips aimed to match the hue of different skin types. We apply the
same cosmetics to all rows changing the underneath skin type. Note how incorrect
hues can be easily spotted if not applied to the correct skin type. We repeat this
experiment for the two categories of matte and dewy cosmetics. All results are
obtained using t = 0.5
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Figure 3.11: Effect of stacking two layers of foundation. (a) the bottom layer uses a dewy foun-
dation, while the top layer is composed of a matte foundation. In (b) the bottom
layer uses a matte foundation, while the top layer is a dewy foundation. Note how
the top-most material dominates the final appearance.

to qualitatively capture the appearance of cosmetics targeting other skin types. Par-
ticularly interesting for future work is to investigate reflectance models for foundation
layers that incorporate glittering effects. However, measuring this class of materials can
prove to be a challenging task, as it is not clear how to measure the reflectance of a ma-
terial that glitters if not by taking the aggregated behavior. An additional limitation is
that our model builds upon pure ray optics, and thus it ignores diffraction effects occur-
ring due to the powder-like nature of the scatterers. That might explain why our model
is not able to fully reproduce the reflectance behavior exhibited by Dewy 2, which we
hypothesize is caused by the interference caused at grazing angles observed in pre-
vious work for different materials [42, 140]. Adding a diffraction reflection lobe [92]
could help our model better fit the captured data and appearance behavior at grazing
angles, and we think it is an interesting research direction for future work.

Studying the effect of heterogeneous and uncorrelated scatterers is an interest-
ing avenue for future work as concurrent work shows that varying pigments radius
and mass fraction can have a significant impact on the colored appearance of cos-
metics [212]. Nevertheless, we found that using the classical RTE formulation for un-
correlated media fits well with measurements, while it also reduces the additional
complexity of specifying non-exponential mean-free-paths.

In terms of implementation, our model is based on the PFMC framework, which
requires several samples to converge to a noise-free solution. Implementing our model
using faster position-free approaches [13] or using the SpongeCake model [221] should
be trivial, and would likely reduce significantly the overhead of our method. Finally,
our model focuses on the local microscopic appearance of cosmetics, and thus does not
account for the mesoscopic effects of cosmetics masking small crevices or pores which
should change the normal or displacement mapping modeling of the skin mesogeom-
etry.
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4
A S U R FA C E - B A S E D A P P E A R A N C E M O D E L F O R P E N N A C E O U S
F E AT H E R S

about this chapter

In this work, we present a far-field model for pennaceous feathers. We represent the far-
field appearance of feathers using a BSDF that implicitly represents the light scattering
from the main biological structures of a feather such as the shaft, barb, and barbules.
Our model accounts for the particular characteristics of feather barbs such as the non-
cylindrical cross-sections and the scattering media via a numerically-based BCSDF. To
model the relative visibility between barbs and barbules, we derive a masking term for
the differential projected areas of the different components of the feather’s microgeom-
etry, which allows to analytically compute the masking between barbs and barbules.
While I am not the leading author I contributed to the implementation and revision
of the reflectance model, the development of the scenes used in the experiments, and
in running of the experiments. For completeness, we report here the full project. The
work discussed in this chapter has been accepted to Computer Graphics Forum and
presented at the Pacific Graphics 2024 conference.

J.R. Padrón-Griffe, D. Lanza, A. Jarabo & A. Muñoz
A Surface-based Appearance Model for Pennaceous Feathers

Computer Graphics Forum (Pacific Graphics 2024)

4.1 introduction

Feathers are the distinctive characteristic of birds and are a unique structure not shared
with any other animal. They are crucial for flying but also allow birds to control their
body temperature, camouflage, and they are fundamental for communication in mat-
ing, aggression, and dominance [90].

The appearance of feathers is varied and rich, different among species, and is par-
tially explained by the geometrical complexity of their structure at several levels: Each
feather is composed of a central shaft, called the rachis, with its base (the calamus)
is inserted to the skin. Serial fiber-like branches (barbs) emerge from both sides of
the rachis. A second level of branching emerges from the barbs (the barbules), which
in pennaceous feathers become attached to adjacent barbs, forming a flattened sur-
face (the vane). Depending on the structure formed by barbules, feathers can have
both pennaceous and plumaceous sections. When barbules are interlocked to adjacent
barbs, they create a tense and semi-rigid surface, characteristic of pennaceous areas.
When barbules are loose, they form a fluffy, irregular volume typical of plumaceous
sections. Each of the barbs and barbules components possesses a scattering microstruc-
ture and nanostructure that greatly affects appearance: Different pigments (carotenoids
and melanin) produce coloration through spectral absorption, while barbs have a mul-
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tilayered structure with an inner scattering medulla which in some species have a
quasi-ordered nanoscopic structure producing diffuse structural coloration. It is only
the aggregated behavior of light-matter interactions at these scales that produce the
complex appearance of feathers. Beyond direct applications for traditional computer
graphics applications, the appearance of feathers has also been studied for ornithol-
ogy [90], paleontology for color reconstruction of extinct dinosaur feathers [251], or
fabrication of new biomimetic materials [44].

Compared to other biological appearances such as skin [37, 195], hair [149] or
fur [244], rendering of feathers, and in particular of pennaceous feathers, is a relatively
unexplored area in computer graphics, with some notable exceptions that either over-
simplify the appearance [202], bake it in a bidirectional texture function [27], focus on
specific bird species [95], or use expensive curve-based representations for the barbs
with simplified fiber scattering functions [7]. While modeling the barbs as curves [7, 95]
is flexible, allows for a very fine-detailed representation of the feathers, and explicitly
accounts for geometric effects such as visibility, it might become very expensive when
representing many feathers, quickly becoming impractical in most applications.

In this work we propose a far-field surface-based appearance model for pennaceous
feathers, that encodes the geometric complexity of the feather by using lightweight tex-
tures, and that it is able to correctly predict the geometric attenuation that so far could
only be modeled with explicit curve-based feathers, see Figure 4.1. At the core of our
model is a new bidirectional scattering distribution function (BSDF) that accounts for
the scattering of barbs and barbules stochastically, based on their density and orien-
tation, as well as their relative visibility. Inspired by previous works [7, 95, 261], we
model the individual scattering of both barbs and barbules using a fiber-based bidi-
rectional curve scattering distribution function (BCSDF). However, as opposed to these
previous works, our BCSDF accounts for the ellipticity of the fibers, and the effect of
the internal non-centered scattering medulla, which are crucial for the appearance of
most feathers, specially bright colored feathers.

We demonstrate our work representing a wide baseline of feather appearances,
including pure white feathers, blue feathers due to diffuse structural coloration, or
feathers with color resulting from hybrid coloration. None of these can be represented
with previous models. In particular, our contributions are:

• A flexible BSDF that models the far-field appearance of pennaceous feathers,

• an elliptical BCSDF that generalizes previous curve scattering models by account-
ing for both elliptical cross-section and the presence of a non-centered scattering
medulla,

• and an analytic masking term that combines the relative contribution between
barbs, barbules and transparency, based on their differential projects areas.

4.2 related work

feather appearance The modeling of the appearance of feathers remains a rel-
atively unexplored area of research. Most of previous works focus on the modeling of
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the geometry of the feather, defining parametrical models that simulate the geometri-
cal structure of each feather. Rachis and barbs have been modeled using NURBS and
structured in feathers using L-Systems [27], and Bezier curves both for the structure of
feathers and for individual barbs [27, 202]. Data-driven approaches based on images
of real feathers have been able to model not only rachis and barbs but also barbules [8,
9]. Lately, a generative algorithm based on the biological growth of feathers has been
able to model realistic feathers with three-dimensional features [252]. These works are
orthogonal to our work, and could be used for generating our surface-based represen-
tation described in Section 4.6.2.

In terms of appearance modeling, Chen et al. [27] proposed to use data-driven ap-
pearance based on BTFs, which require capturing the feather and has limited angular
resolution. Leaning and Fagnou [129] and Haapaoja and Genzwürker [78] modeled
the scattering from barbs using a hair BCSDF [149], but ignored the scattering from
barbules. Harvey and colleagues [82] proposed a data-driven model for the African
Emerald Cuckoo, based on measured data and expensive wave simulations. Closest to
our work, Huang et al. [95] and Baron et al. [7] accounted for the scattering of both
barbs and barbules, with the former modeled statistically. In particular, Huang and
colleagues [95] focused on the iridiscent appearance of plumaceous rock dove neck
feathers, proposing a BSDF for explicit barbs that simulates barbule scattering using
a microfacet-like model with thin-film iridiscense, while accounting for inter-barbule
masking. In contrast, our work focuses on general pennaceous feathers. Baron et al. [7]
focus on general feathers, representing barbs as curves where the BCSDF combines the
scattering of both barbs and barbules, using Marschner’s hair model [149]. In contrast,
our model is a general, compact surface-based representation for pennaceous feathers,
where the scattering of both barbs and barbules is modeled using a new BCSDF that
accounts for elliptical cross-sections and inner scattering medulla allowing to represent
a wider range of light-matter interactions occurring at barb and barbule scale.

microstructure-based surface scattering As discussed in Section 1.1 sta-
tistical aggregated representations of the detail at microscopic level are the common
choice for representing the scattering of small features. For surface models, the most
common approach are microfacet models [31, 105, 219] that represent rough surfaces as
statistical aggregates of tiny planar surfaces, generally assuming uncorrelation for com-
puting the geometric attenuation [86]. Other approaches assume other microscopic scat-
terer shapes, including spherical scatterers [260], bumps and cavities [155], scratches [16],
or micrograins [141], which allow computing specific geometric attenuation terms.
Closer to our work, far-field models for woven cloth [101, 182] assume a particular
structure between perpendicularly interwoven yarns with fiber-like scattering; this
structure allows to derive a closed-form masking functions between the different yarns.
Our model also models the scattering of each component using a BCSDF, but incorpo-
rates the additional complexity of the multiscale structure of barbs and barbules.

scattering from fibers Cylinder-based scattering models based on the BCSDF
have been proposed for realistic human hair for circular [28, 149, 261] and elliptical
fiber cross sections [11, 94, 120]. Follow-up work extended hair models to fur, by adding
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4.3 on the appearance of feathers

(a) (b) (c) (d) (e)

eb

lbb

θbb
ϕbb

δbb

ebb

Figure 4.2: (a) The appearance of the feather’s vane (a) depends on its underlying structure. (b)
Parallel barbs emerge from the rachis. (c) Each barb branches into two sets of bar-
bules, proximal and distal. (d) Barbs are modeled as infinite cylinders with elliptical
cross section, with an inner medulla with elliptical cross section. Barbules’ thickness
is negligible so at this level they are modeled as the plane in which they lie. (e) At a
smaller scale, barbules are also cylinders with elliptical cross secion, and can oclude
each other. They have some spacing between them that at a larger level is treated as
partial transparency that is considered at a larger (barb) scale. The microgeometrical
parameters of our model are also represented.

a scattering medulla crucial for the soft look of fur [243, 244]. Cloth fibers and yarns
have also been represented using the BCSDF, either measured with goniorreflectome-
ters [182] or simulated from the microgeometry of the fibers [2, 236]. To reduce the cost
of rendering individual fibers, aggregation techniques have been proposed to approxi-
mate the aggregated appearance in fur [257] and cloth fibers [119].

Our model for fiber scattering builds upon these models, but generalized to the spe-
cific structure of the barbs and barbules that compose the feather, combining elliptical
cross-sections with a non-centered scattering medulla.

4.3 on the appearance of feathers

The appearance of feathers is the result of a complex light-matter interactions at multi-
ple scales. It depends on both internal structure and chemical composition. The struc-
ture and type of feather affect its appearance at a high level, while the chemical compo-
sition and micro-nanoscale structure fundamentally change its coloration, opacity and
reflectance.

Structure

Although feathers are incredibly diverse in shape and size, they are all composed
primarily of keratin, a protein present in all epidermal structures of all vertebrates. Un-
like the epidermal structures of mammals (e.g. hair or nails) whose main component
is α-keratin, the structures of birds and reptiles are based on β-keratin, which makes
them more rigid. This protein is present in all the epidermal structures of birds (beak,
claws, feathers ...) in different ways depending on the corresponding biological func-
tions. The microstructure of β-keratin on feathers is, biomechanically, more flexible,
providing unique properties required for flight [174].
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4.3 on the appearance of feathers

Feather structure

The main components of a typical feather consist of a long and central axis in which
two parts are considered: the lower and wider part, which is inserted on the skin
(calamus) and the rest of the axis (rachis). On both sides of the rachis, the vane grows
as a lamina and is formed by barbs, which grow along the entire rachis in a branching
manner. Each barb consists of a central axis of tens of microns (ramus), which branches
out on both sides in rows of hundreds of microscopic-sized barbules (proximal and
distal), coupled by hooklets [82, 205]. Barbules are up to an order of magnitude smaller
than barbs [95], and branch from their respective barb, often in a ϕbb = 45◦ angle to
maximize their overlap, favoring the grip of the hooklets [40]. This ramification results
in features at multiple scales (see Figure 4.2). Previous work [9] collected data from
ornithological studies including barb density, barb angles or barbule length. There is
an important variety of geometric structures and configurations for barb and barbules
depending on the bird species and even sex [152]. For instance, some cross sections
such as the barbule cross-section shapes of a peacock tail feather (see Fig. 3 [51]) or
a Lawes’ parotia breast feather (see Fig. 3 [196]) with ridged forms. Nevertheless, the
cross sections of these internal structures tend to be elliptical (see Fig. 4 [152]) as we
show in the Scanning electron microscopic (SEM) images of the kingfisher feather
Figure 4.3 (c), with eccentricity up to 6 depending on the specie [99]. For this reason,
as previous work [95], we approximate these cross sections as ellipses.

Feather taxonomy

Feathers can be classified according to size, shape, and type [203]. One of the main fea-
tures is the type of vane: plumulaceous (fuffy, diffuse and soft) or pennaceous (mostly
flat, firm and rigid, due to interlocked barbules). In this work, we focus on pennaceous
feathers, as these ones can be modeled with a BSDF over a surface that represents the
vain. A surface representation allows us to encode the feathers as texture, a representa-
tion quite effective especially for far field scenarios. On the other hand, plumulaceous
feathers require the modeling of individual barbs over a volume. For a further discus-
sion about the feather taxonomy and potential representations, we refer the reader to
previous work specialized on feather geometry [8, 203].

Coloration

Feathers combine pigmentation and structural coloration to create extraordinary and
diverse colors, more than for any mammal and most vertebrates [91]. The colors of
the bird feathers play an essential role in a variety of biological functions such as
camouflage, visual signaling or mating [180].
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(a) (b) (c) (d)

Figure 4.3: (a) Kingfisher (Alcedo atthis). (b) Blue tail feather of a kingfisher. (c) Top-view SEM
of a sectioned barb of the feather with several barbules (50 µm). (d) Cross section
SEM of a cut vacuole and the surrounding spongy structures (2 µm). Notice the
elliptical shape of the barb cross section and the presence of the medulla with an
internal spongy structure (Source [197]).

Pigmentation

Pigment-based coloration is the most common in vertebrates and is caused by the
absorption of certain wavelengths as light traverses the pigments (Figure 4.4, left). Pig-
ments are molecules that absorb and reflect each of the wavelengths of light, hence they
can be associated with a particular color. These pigments are deposited between the
keratin sheets that make up the barbs, barbules and rachis [180]. The most prevalent
pigments in feathers are based on melanin, which is responsible for a wide range of
colors, usually brown, gray and black tones [187] or carotene, that produce more vivid
colors such as reds, yellows, and oranges [153, 180, 187, 217].

Structural Coloration

The structural coloration of bird feathers is caused by the scattering and interference
of light with the feather nanoscopic structure [52]. This coloration does not depend
entirely on absorption, but on the way the structure of the feathers disperses certain
wavelengths. One source of such structural coloration are specialized keratin struc-
tures in the medulla of the barbs, which create a pseudo-ordered matrix of keratin and
air bubbles, known as the spongy layer (Figure 4.3, d). These lead to non-iridescent
tones of blue, violet and UV [179], as illustrated in Figure 4.4, although in some cases
they generate partial iridescence for highly directional illuminations [197], which dis-
appears with lower frequency illuminations. We account for this effect with a diffuse
medulla, that approximates the backscattering given by constructive interference in
such quasi-ordered structures [169].
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4.4 overview

Pigmentation Diffuse structural coloration

Figure 4.4: Cross-section fiber schematic of the coloration mechanisms in feathers supported
by our appearance model. Left: Pigments-based coloration where some wavelengths
are absorbed by the pigment granules located in the keratin matrix. Right: Diffuse
structural coloration, where in addition to pigmentation, the medulla scatters col-
ored light due to interference.

Hybrid coloration

Some colors such as blues, greens and purples are created by the combination of the
structure and the pigments. For instance, the green color is usually a combination
of yellow pigmentation with a blue structural color [153] (Figure 4.4, right). Feather
goniochromatism can occur from the partial occlusions between barbs and barbules
of different colors at different view orientations, which we model through a masking
expression.

4.4 overview

The scattering of each barb and barbule is modeled as a bidirectional curve scattering
distribution function (BCSDF) [258], that assumes that each fiber is an infinite locally-
straight cylinder (Section 4.5). The aggregated appearance comes from the combination
of such BCSDFs in their local frame, as obtained from the tangent map and the geo-
metrical parameters of the BSDF. The scattering radiance from each BSDF is weighted
based on the respective projected visible area as defined by our masking term (Sec-
tion 4.6). Masking is computed on the fly when our feather BSDF is evaluated or
sampled. The structural and optical parameters of our model can affect either particu-
lar BCSDFs (for barbs or barbules), the global BCSDF or both. These are summarized
in Table 4.1 and some of them are illustrated on Figure 4.2. The feather’s geometry is
encoded in a 2D texture applied on a plane or curved plane: The red channel encodes
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4.4 overview

the barb orientation and the blue channel stores a flag identifying rachis, vane, and
background. We manually designed the texture to roughly match the feathers’ silhou-
ette based on feather photographs. More details about the authoring process can be
found in the supplemental document.

Parameter Definition

βm Longitudinal roughness of cortex

βn Azimuthal roughness of cortex

ηc Refractive index of cortex

ac Cortex semi-major axis

bc Cortex semi-minor axis

dm Diffuse reflectance of medulla

ηm Refractive index of medulla

am Medulla semi-major axis

bm Medulla semi-minor axis

(cm,a, cm,b) Medulla center (w.r.t. to cortex center)

ϕb Azimuthal barb angle

ϕbb Azimuthal barbule angle

θbb Longitudinal barbule angle

δbb Barbule separation

lbb Barbule length

Table 4.1: Parameters of our Feather BSDF. The angles (ϕb, ϕbb, θbb) are expressed in degrees.
The sub-index b refers to barbs, while the bb refers to barbules. lbb and δbb are mea-
sured in number of barb and barbules per length unit respectively. The eccentricity
for eb and barbules cross section ebb are computed from the cortex axes ac and bc of
the corresponding internal structure.

We introduce the following assumptions:

1. No wave-optical effects are present between barbs and barbules, and all scatter-
ing can be considered in the ray-optics regime. Wave optics is particularly signif-
icant for iridescent feathers such as the hummingbird and peacock feathers. In
this work, we focus on pennaceous non-iridescent feathers which extend a large
group of feathers.

2. As previous work [95], we assume an elliptical cross-section of both barbs and
barbules. While this is mostly accurate for barbs, barbules comes in different
shapes which is specially relevant for iridiscent feathers [82].

3. Multiple scattering only occurs inside the fibers (accounted by the BCSDF), but
not among barbs and barbules on the same surface. When rendering (path trac-
ing), multiple scattering emerges from the interactions among different surfaces.
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4.5 scattering from barbs and barbules

4. We assume that shadowing has a negligible effect, which allows our model to
compensate for energy loss due to the lack of multiple scattering among barbs
and barbules.

5. The microstructure of the feather’s vane is locally regular: In a differential surface
patch, barbs are parallel, proximal barbules are parallel and distal barbules are
parallel. This removes the need of explicitly modeling the geometry of all barbs
and barbules.

In the following, we first define our new BCSDF that supports some of the observed
structural properties of both barbs and barbules; then, we define our surface BSDF that
leverages the BCSDFs for modeling the aggregated scattering at the feather’s vane.

4.5 scattering from barbs and barbules

Here we model the scattering of the main individual components of the feather as
a BCSDF. Then, we describe our structural model for barbs and barbules; then, we
describe the BCSDF used for modeling the three of them. Following the formulation
from [149], we define the far-field BCSDF in polar coordinates, as

S(ϕi, θi,ϕo, θo,h−,h+) =
D cos(θi)−2

h+ − h−

∫h+

h−

S(ϕi, θi,ϕo, θo,h)dh, (4.1)

where (ϕi, θi) and (ϕo, θo) parametrize in polar coordinates the incident and outgo-
ing direction respectively, D is the fiber width, cos(θi)−2 accounts for the projected
solid angle of the specular cone, h− and h+ parametrize the limits of the visible fiber
diameter (for a fully visible fiber, h− = −1 and h+ = 1), and S(ϕi, θi,ϕo, θo,h) is

S(ϕi, θi,ϕo, θo,h) =
x

S(ϕi, θi,Φ,Θ,h)GM(Θ− θo|βm)

GN(Φ−ϕo|βn) cos(Θ)dΘdΦ, (4.2)

where GM(∆θ|βm) and GN(∆ϕ|βn) are longitudinal and azimuthal Gaussian detector
functions respectively [261], that regularize the scattered field accounting for surface
roughness (parametrized by βm and βn, respectively). Finally, S(ϕi, θi,Φ,Θ,h) mod-
els the transfer function inside the fiber, defined as the integral of paths starting at
(ϕi, θi,h) and outgoing at direction (Φ,Θ) following the path integral [215]

S(ϕi, θi,Φ,Θ,h) =
∫

Ω

f(x)dµ(x), (4.3)

with Ω the space of paths x that start at (ϕi, θi,h) and end at (Φ,Θ), and µ(x) the mea-
sure of the integral. For purely absorbing fiber, the space of paths starting at (ϕi, θi,h)
is singular specular path, and thus S(ϕi, θi,Φ,Θ,h) is a sum of impulse functions, one
per bounce inside the fiber, with amplitude the attenuation at each bounce.

4.5.1 Fiber models

We do not model the scattering from the rachis as a BCSDF; instead, we assume that
the diffuse scattering medulla is dominant and model it as a colored diffuse surface.
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4.5 scattering from barbs and barbules

1000 lobes 5 lobes Error

Figure 4.5: Energy conservation validation of the BCSDF. For a five-bounces evaluation of our
BCSDF we observe minimal differences with respect to a 1000-bounces counterpart,
in both fiber-only, single scattering test (top) and inside our feathers BSDF with
multiple scattering (bottom). Error is computed using the FLIP metric [4].

We model barbs and barbules as cylindrical β-keratin cortex with elliptical cross
section, with axes ac and bc. The interface is a rough dielectric, with roughness mod-
eled as azimuthal and longitudinal 1D Gaussian detectors as described above), and in-
dex of refraction ηc. The β-keratin hosting medium is filled with absorbing pigments,
leading to an exponential transmittance as predicted by Beer-Lambert law.

Additionally, the barb contains a medulla. As opposed to hair and fur models [244],
the medulla is generally not aligned with the cortex center, nor have the same eccen-
tricity. We thus do not model cortex and medulla as concentric cylinders, but instead
allow the medulla to position freely inside the cortex, with axes am and bm and center
(cm,a, cm,b). As anticipated before, we approximate the reflectance of the medulla as a
diffuse surface. The albedo ranges from white (when there is no spongy layer) to blue,
representing the non-iridiscent coloration of the spongy layer (as described before). We
use measured reflectances for the blue tint, from the work by Noh et al. [169].

4.5.2 Rendering

Our model for barbs and barbules involves elliptical cross sections and a diffuse
medulla (for the case of barbs), so our solution is not simple enough for a closed-
form expression for Equation (4.1), specially as we account for higher-order bounces
inside the fiber, so we need to solve the integral numerically. Inspired on the work of
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4.6 our surface appearance model

Chiang et al. [28] we leverage the stochastic nature of modern renderers and compute
the nested integrals in Equation (4.1) with a Monte Carlo estimate.

We implement a stochastic Monte-Carlo based path tracer from which we obtain a
set of fixed number of lobes. In our experiments, we observed that five lobes seem to be
accurate enough as we shown in Figure 4.5. Each of these lobes consists of an outgoing
radiance value (throughput) associated to an outgoing direction. Each interaction with
each dielectric interface (cortex) deterministically generates two rays: one exiting the
cortex, which we store as a lobe, and one entering the fiber, which keeps interacting
and generating lobes until the final number is reached. The stochastic exploration of
those sets of lobes comes from the integration variable of Equation (4.1) h and, in the
case of barbs, the interactions with the medulla, from which we generate new rays
using cosine sampling.

For evaluating the BCSDF, we go through all the lobes, evaluating the Gaussian de-
tector functions GM(Θ− θo|βm) and GN(Φ−ϕo|βn) (see Equation (4.2)) for the direc-
tion of the lobe (Θ,Φ), and S(ϕi, θi,Φ,Θ,h) is approximated to the lobe’s throughput.
For sampling the BCSDF, we follow a strategy similar to previous works [261] where
we build a discrete pdf where the accumulated throughput of each lobe corresponds
to the probability of such lobe.

4.6 our surface appearance model

As opposed to previous works [95] that explicitly model the rachis and barbs as curves,
we represent feathers using a surface-based representation, where the geometry explic-
itly model the rachis and vanes, while barbs and barbules in the vanes are modeled
as microgeometry, using a BSDF defined in the local coordinate system of the barbs.
We encode the feather parameters in texture space, using a mask to distinguish be-
tween rachis and vanes, and defining the local tangent direction on the surface using
a rotation angle. This removes the need of modeling explicit geometry of the feather,
resulting in a compact representation.

Our BSDF fs(ωi,ωo) is a linear combination of four different components: barb
BCSDF Sb and proximal and distal barbules BCSDFs Sbb modeled using Equation (4.2)
(below in Cartesian coordinates instead of polar), and transmittance through the vane.
The BSDF is defined in the local coordinates of the barb, defined by the normal of the
surface and the barb’s tangent direction, following

fs(ωi,ωo) =
[

wb(ωo)Sb
(

ωi,ωo,h−b (ωo) ,h+b (ωo)
)

G(ωi)

+wbp(ωo)Sbb

(

Tbpωi, Tbpωo,h−bp (ωo) ,h+bp (ωo)
)

G(Tbpωi)

+wbd(ωo)Sbb
(

Tbdωi, Tbdωo,h−bd (ωo) ,h+bd (ωo)
)

G(Tbdωi)

+wt(ωo) δ(1−ωi ·ωo)
]

|ωi ·n|
−1, (4.4)

where n is the surface normal, wb(ωo), wbp(ωo) and wbd(ωo) model the projected
area of the barb, proximal barbule and distal barbule as viewed from ωo, respec-
tively, wt(ωo) = 1 − (wb(ωo) +wbp(ωo) +wbd(ωo)) is the amount of transparency,
δ(·) is the Dirac delta distribution, Tbp and Tbd transform the coordinate system to

56



4.6 our surface appearance model

the frame of proximal and distal barbules, according to their rotation ϕbb = 45◦ and
inclination θbb (parameter of our model), and G(ωi) = cos(θi) the foreshortening over
the fiber. The integration ranges for the corresponding BCSDFs are [h−b (ωo),h+b (ωo)],
[h−bp(ωo),h+bp(ωo)] and [h−bd(ωo),h+bd(ωo)]. Both the projected areas w(ωo) and the
integration ranges (h−,h+) for barb and barbules are given by our masking term (Sec-
tion 4.6.1). Finally, note that for all BCSDFs we set the fiber width D = 1, since it is
accounted by the projected areas wb, wbp and wbd, respectively.

4.6.1 Masking

We do not explicitly model this microgeometry, but devise an analytical masking ex-
pression that analyzes the visibility among its components. Our masking expression
works at two different scales: Barbs and barbules. The key insight for developing our
masking components is that, at their respective local coordinate systems, all the micro-
geometrical elements are either ellipses or segments. Both are governed by implicit and
parametric equations from which we can derive both projected areas within a parame-
ter subrange. Furthermore, instead of stochastically explore the visibility, as the work
by [95] does for barbules, we find analytical points that correspond to visibility discon-
tinuities by tracing 2D rays at the analytical boundaries, and from the arcs/segments
between the corresponding intersections we calculate projected areas.

We name ω ′
o = {ω ′

ox,ω ′
oy} the two-dimensional direction in the local coordinate

space (the longitudinal dimension is ignored) after transforming ωo. For an ellipse
(representing barb or barbule) with center c = {cx, cy} and axes ax and ay the visibility
discontinuities as given by that ellipse are its tangent points, obtained as:

pt0 =

(

cx + ax cos(ψ)

cy + ay sin(ψ)

)

pt1 =

(

cx + ax cos(ψ+ π)

cy + ay sin(ψ+ π)

)

(4.5)

where ψ = tan−1
(

−ayω
′
ox

axω ′
oy

)

.

For barbs, the corner among barbule segments pc represents a visibility disconti-
nuity, too. These visibility boundary points are the origin of 2D rays traced towards
the rest of the elements of the microgeometry at their specific scale. Once the visibility
among the different geometrical elements, projected areas towards ω ′

o are calculated
through a simple cosine for the case of segments and for the case of ellipses, its pro-
jected area A is:

A (u0,u1) = ω ′
oxay(sin(u0) − sin(u1)) +ω ′

oyax(cos(u1) − cos(u0)) (4.6)

where u0 and u1 are the starting and ending parameters from the ellipse’s parametric
equation, obtained by inverting the parametric equation for the intersection (visibility
boundaries) points. The derivation of this inversion and of Equation (D.13) are on the
supplemental material.

Barbule masking At a smaller scale, which we call barbule masking we align the ref-
erence frame at the local barbule frame. Given the cross section of barbules (ellipses)
and a separation among them, we obtain the ratio between barbule visibility and trans-
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25o 70o

pt1

pt0

pt1 (h+ = 1)

pt0 (h = −1)

pt1

pt0

pt1

pt0

⇒ h−

Figure 4.6: Masking between two barbules at different view inclinations. Barbules (and their
projected area) are marked in green. The barbule separation is modeled as the yel-
low segment. The traced rays are the black lines. We first trace a ray from the tangent
point pt1, generating two cases. If it intersects the other ellipse (70o case) we need
to intersect the ellipse’s diameter to identify pd and therefore h−. The separation
(transmittance) cannot be seen (w ′

bb = 1). If it does not intersect the other ellipse
(25o case) then we need to intersect the separation segment with two different rays.
We then calculate the local barbule weight w ′

bb from the projected areas abb and as.

mittance, as well as the casting segment range for the barbule (see Figure 4.2 and Fig-
ure D.1). This is done at the local coordinate system of proximal and distal barbules,
and the result is used for the larger-scale barb masking. Note that previous work [95]
models this masking term stochastically, and not analytically.

We explicitly model two barbules as ellipses while the separation between them
is a segment (as represented in Figure D.1). The barbule model parameters are, for
reducing the number of parameters, the barbule axis ratio ebb and the relative barbule
separation δbb. We trace 2D rays from a tangent point at each ellipse towards each other
and the separation segment. If there is occlusion between ellipses (ray has intersected)
the lower limit of the integration range h− (h−bp(ωo) or h−bd(ωo)) require tracing the
same ray again towards the segment between pt0 and pt1 that represents the diameter
of the ellipse. h− is the parameter of the parametric equation of this diameter at the
intersection point pd (if there is no intersection, h− = 1). The other integration range
limit is h+ = 1. These geometrical elements can be visualized on Figure D.1. This
barbule masking term is applied twice, for both proximal and distal barbules, obtainig
h−bp, h+bp, h−bd, h+bd and, from the projected areas, local weightsw ′

bp andw ′
bd. As barbules

are separated, there is also the possibility of local transparency with weights 1−w ′
bp

and 1−w ′
bd, respectively .

Barb masking at the upper scale, barb masking, we align the reference frame to the barb
local frame, so the cross section of the barb is an ellipse, and the cross sections of
barbules are two segments (distal and proximal), with partial transparency obtained
from the barbule masking component. Here, we compute the visibility ratios between
barbs, barbules, and transmittance (see Figure D.2 and Figure 4.2, d). Note that previ-

58



4.6 our surface appearance model

25o 70o

pt1

pt0

pt1

pt0
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Figure 4.7: Cross section of barbs, representing the masking between barbs at two different
view inclinations. Barbules (in red and green, respectively) are partially transmit-
ting, depending on the view direction at their particular local coordinates (see Fig-
ure D.1), while barbs (in blue) are considered to be opaque. Depending on the view
direction, each element (barbs and barbules) totally or partially occludes the rest.
The limits of such occlusions are identifying by tracing 2D rays (marked in black).
By considering all the particular intersection ranges we obtain the weights.

ous work [95] does not provide a masking term that accounts for barbs and need to
explicitly model the geometry of each individual barb.

Parameters are also relative with respect to the horizontal size of the barb, and
include axis ratio eb, barbule length lbb and barbule inclination θbb. From these we
obtain the a representation of the microgeometry with two ellipses (barbs) and two
pairs of segments (barbules). We trace rays form the visiblity discontinuity points pt0,
pt1 and pc towards the rest of geometrical elements (segments and ellipses) and, from
the ranges between intersection points, calculate the projected areas as before. Each
interval correspond to total or partial oclussions (at this scale, barbules are partially
transparent) so each projected area must be multiplied by 1−w ′

bp if it is occluded by
the proximal barbule and by 1−w ′

bd if it is occluded by the distal barbule. We combine
all projected areas and obtain wb, wbp and wbd. We also obtain h−b and h+b using the
same procedure than for barbules. A detailed step-by-step procedure for obtaining
these masking terms can be found as supplemental material.

4.6.2 Rendering

For evaluating the BSDF as described by Equation (4.4), we simply calculate the weights
from the masking expression and then evaluate the corresponding BCSDFs at their
local coordinate systems. For sampling it, we use a discrete distribution, similar to pre-
vious work [7] with four possible events (hit barb, hit proximal/distal barbules and
delta transmittance) whose probabilities come from weights obtained from the ana-
lytical masking expression. The selected event is then sampled, deterministically if it
is a delta transmittance or by using the BCSDF sampling routine of the specific fiber
otherwise.
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Figure # Feathers Resolution Spp Time

Figure 4.8 2500 512× 256 1024 2.2 min

Figure 4.9 82 730× 420 256 4.4 min

Figure 4.13 496 512× 512 256 1.5 min

Figure 4.11 1 256× 512 1024 1.5 min

Table 4.2: Rendering time for different scene complexities: single feather, feather pelt, feather
wing and feather ball.

4.7 analysis and results

In this section, we perform several experiments to show the capability of our feather
BSDF, formal validation of our analytical masking term and comparison to previous
work and photographs. We author each feather manually, by encoding the feathers
geometry, including shaft, vane and barb orientation, on a 2D texture on top of a
relatively simple geometry. Exploring more effective procedural tools for authoring
(e.g., [8]) is left as an interesting future research direction.

We implemented our model in Mitsuba 0.6 [102] as a new BSDF. All our renders
have been computed on an Intel Core i9-10900KF CPU with 20 cores. Table 4.2 reports
the rendering time of all Figures including scene with different complexity in terms of
geometry (single feather, feather pelt, feather wing and feather balls), material (brown,
black, blue, red and green feathers) and lighting conditions. Since our is surface-based,
it is practical in both terms of rendering time and memory for fully feathered assets,
which would be very expensive is curve-based feathers. We plan to release the source
code and the scenes to try to encourage future work in this topic.

4.7.1 Model analysis

We perform ablation studies to analyze the impact of each component of our model.
Figure 4.8 shows how increasing the complexity of the fiber cross section affects the
final appearance produced by our fiber BCSDF in a significant manner. As previous
work had already shown [120], an elliptical cross section with higher eccentricity in-
creases the brightness of the specular lobes (see renders) and introduces new patterns
as the elliptical blobs (see latlong reflectance plots). As we introduce a medulla, re-
flectance distribution gets more uniform and appearance gets smoother. When intro-
ducing a non-concentric medulla, reflectance distribution becomes asymmetric and
the change in appearance with respect to the concentric case is important, showing a
greater variation on appearance with respect to feather orientation.

Figure 4.9 shows the effect of both our masking and our BCSDF representing feath-
ers, compared against using only hair barbs [78, 129] (first column), and against a more
sophisticated feather structure with barbs and barbules modeled with a hair model
(second column) and combined with a masking term, similar to the one proposed by
Baron and colleagues [7]. As shown in the four examples, the medulla (third column) is
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4.7 analysis and results

essential to produce softer and non-iridescent structural colors such as green and blue
tones. Notice that a closer appearance matching would require to match the lighting
conditions and feather geometries more carefully. Nevertheless, the overall appearance
produced by our full model better reproduces the real feathers’ appearance than pre-
vious works.

Finally, in Figure 4.10 we validate our analytical masking term by comparison
against a brute-force 100spp Monte-Carlo simulation of masking over explicit geom-
etry (consisting of 100 barbs with 100 barbules each). Our masking expression yields
similar weights to the reference, but without any noise and in constant time.

4.7.2 Appearance exploration

In Figure 4.13 we analyze the feather expressivity of our appearance model by ex-
ploring the range of appearances that it can achieve. In particular: 1) Increasing the
relative barbule separation (δbb) increases feather transparency as less transmitted rays
are blocked by barbules. 2) Increasing barb axis ratio (eb) increases the frequency of
the highlights. Finally, 3) increasing the medulla size changes the hue of the feather, as
well as the distribution of reflectance towards a more diffuse one. We provide a more
thorough parameter exploration in Appendix D.3.

4.7.3 Appearance matching with photographs

We photograph two feathers using a conventional smartphone under different light
conditions, and create an scene to roughly match lighting conditions, appearance and
shape of the captures, while ignoring the plumaceous parts of the feather.

Figure 4.11 shows our results with the Amazon parrot, demonstrating that our
masking is able to predict the view-dependent changes (top near frontal view, bottom
rotated feather) of the final color due to different coloration between green barbs and
yellow barbules.

Figure 4.12 shows a black goose feather lighted from behind. Similar to before,
we capture the feather under varying rotation: Without masking, the transparency is
independent of the rotation, while our masking predicts the loss on transparency as
the feather rotates. In addition, this figure demonstrates again the importance of the
medulla to predict the blue tint of the feather due to structural coloration of feathers,
which is not physically possible with simpler hair BCSDF as in previous works.

Note that we do not expect to perfectly match the photographs as they were been
taken under uncontrolled illumination conditions and the structural and optical pa-
rameters of the feather were unknown. In addition, near-field details such as visible
individual barbs are not accounted by our model. Still, we show that the combination
of our BCSDF and our masking term predict challenging appearance features observed
in feathers.
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Figure 4.10: Comparison between our analytical masking expression (top) and a Monte-Carlo
simulation (100spp) with ray tracing towards a full modeled microgeometry for
the same parameters (bottom). Two different masking parametrizations have been
explored (left and right columns), and the rest of the parameters are the same
between the two: ebb = 1, δbb = 1. The horizontal and vertical axes per plot cor-
respond to the view direction ωo in polar coordinates (θo, ϕo). The colormap
represents the weights of the different microgeometrical components: wb, wbp and
wbd are mapped to the blue, green, and red channels, respectively. Note how our
analytical masking expression is able to obtain a noiseless result in a minimal frac-
tion of the time (constant) while being accurate with respect to a full modeled
microgeometry.
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4.7 analysis and results

Without masking With masking Photograph

Figure 4.11: Qualitative appearance matching on an Amazon parrot feather, for a frontal (top)
and lateral (bottom) views. As the feather rotates, view dependent changes on the
feather’s color become apparent: These are produced by visibility changes between
barbs (yellow) and barbules (green). Our masking model is roughly able to predict
these changes. Please see the supplemental video for a dynamic example of this
goniochromism effect.
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4.7 analysis and results

Hair Barbs With Medulla Full Photograph

Figure 4.12: Qualitative appearance matching on a black goose feather, for a frontal (top) and
lateral (bottom) views, under strong back-lighting. Our masking term can repro-
duce view-dependent transparency. Note that the bluish appearance can only be
achieved by the inclusion of a blue medulla.
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4.8 discussion

4.8 discussion

far-field vs near-field Our model assumes far-field rendering of feathers and
thus is not able to capture the high-frequency details of visible barbs, which are natu-
rally handled by curve-based methods, which in the far field suffer aliasing. Extending
our method to near-field appearance would require more sophisticated authored maps,
and redefining the masking terms to support per-point masking. Deriving a proper fil-
tering technique for such a near-field model is also left as future work.

shadowing To simplify our BSDF we decided to omit shadowing, which intu-
itively have little effect in natural lighting conditions. This allows us to use a far-field
integration of the BCSDF, instead of requiring integrating both the input and outgoing
visible surfaces of the fibers, at the cost of removing some physical plausibility.

energy conservation Given the lack of shadowing, our BSDF is energy pre-
serving without the need of multiple scattering simulations, except for the potential
energy loss in the BCSDF, which might be significant when introducing elliptical cross-
sections and an inner scattering medulla. However, as shown in Figure 4.5, we found
that limiting light transport inside the fiber to five lobes result in a minimal energy
loss.

wave optics Our model omits important wave optical behavior, except for the
structural coloration of the medulla, which we approximate as a diffuse reflection.
Other effects such as the iridiscense due to the grating-like structure of barbs and bar-
bules, or the thin-film-like structure in barbules [95] is omitted. Incorporating these
effects, as well as a more principled definition of the medulla’s diffuse structural col-
oration is left as future work.

other types of feathers An important limitation of our surface-based approach
is that is not particularly suitable for plumaceous feathers, where the vane is not
as structured and are therefore more suitable for curve-based representations. Still,
our BCSDF could be directly applied to curve-based representations [7], and hybrid
approaches where curve-based barbs encode flyaways and plumaceous feathers, are
probably the best choice for a general model covering the whole spectrum of feather
appearances.

non-elliptical barbs and barbules An additional assumption of our work
is the use of elliptical cross-sections for barbs and barbules, which is a coarse approxi-
mation for both, specially barbules that appear in a large variety of cross sections. We
made this choice for limiting the space of parameters of our model into something
manageable; however, our methodology for computing the BCSDF based on path trac-
ing is very general, so fibers with arbitrary cross-section could be used, in the same
spirit as the work of Aliaga et al. [2] for cloth fibers.
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4.8 discussion

parameter space Our model is parametrized by a total of 23 parameters includ-
ing the masking parameters (5 geometrical parameters), BCSDF barb parameters (12

parameters for cortex and medulla) and BCSDF barbule parameters (6 parameters for
the cortex), with absorption coefficients and diffuse reflectance defined by RGB val-
ues. The model is expressive as shown in our experiments and the parameter space
might seem challenging.However, these parameters all have an intuitive meaning, ei-
ther structurally or appearance-wise, and the general appearance features of feathers
(goniochromatism, view-dependant transmittance, highlights...) emerge naturally. We
selected some of the parameter values based on the structural and optical properties
observed on feathers in previous works [99, 152, 208] and we found the rest empiri-
cally. However, targeting a specific feather’s appearance required several iterations of
parameter editing in our experience. A more example-based automatic parameter se-
lection would definitely be an interesting next step on this research path. Introducing
a length-dependent barb radius would probably produce more realistic results.

conclusion We have presented a practical surface-based far-field appearance model
for feathers, in which we model the complex microgeometry of a feather as a light-
weight texture and an analytical masking term that accounts for the angular dependent
visibility conditions, which previous curve-based models handled explicitly via curve
visibility. On the core of our model is a new fiber BCSDF that supports elliptical cross
sections and (potentially-colored) scattering medulla, which is crucial for representing
a wide variety of real-world feathers.
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Part III

P E R C E P T I O N A N D E D I T I N G O F T R A N S L U C E N T
M AT E R I A L S

The first chapter of this part (Chapter 5) is devoted to understanding how
the perception of translucency is affected by dynamic lighting. The main
contributions are the design of a user study aimed at understanding the
effects of light motion on the perception of translucency and its successive
analysis. The second chapter (Chapter 6), instead investigates the editing
of translucent materials. The key contributions are a user study focused on
determining an adequate similarly metric for translucent materials, the con-
struction of a perceptually meaningful manifold for homogeneous translu-
cent materials, and the development of an editing interface that leverages
the manifold, validated through a second user study.





5
O N T H E I N F L U E N C E O F D Y N A M I C I L L U M I N AT I O N I N T H E
P E R C E P T I O N O F T R A N S L U C E N C Y

about this chapter

Previous work, has shown that different light conditions can result in constancy failure
for translucent materials [239]. However, the stimuli used were static images, which can
be a potential limitation, since dynamic motion has been proven, e.g., to improve glossi-
ness perception [35, 183, 230]. In this work, we study the effect of dynamic lighting on
the perception of translucent materials and see if it can alleviate such constancy failure.
We design and run a psychophysiological experiment and conduct the subsequent sta-
tistical analysis. Surprisingly, we find no statistical difference between using static or
dynamic stimuli, suggesting that light motion might not impact the perceived densitiy
of a translucent material. As the leading author, I have led the design, development,
and analysis of the user study. I have also contributed significantly to the writing of
the manuscript. The work introduced in this chapter has been presented as a poster to
SIGGRAPH 2022, where it was awarded with the third place in the Student Research
competition (SRC) - Graduate Students. Later on, the full work was accepted at the
Symposium on Applied Perception 2022.

D. Lanza, A. Jarabo & B. Masia

On the Influence of Dynamic Illumination in the Perception of Translucency

Symposium on Applied Perception (SAP 2022)

5.1 introduction

As discussed in Section 2.2.1, numerous works have been devoted to understanding
how confounding factors affect our perception of translucent objects. However, exist-
ing previous literature analyzed the influence of confounding factors by running most
of the experiments using static viewing and illumination conditions. This is a rather
strong limitation, since it limits the viewing condition to a single snapshot, and reduces
the potential information encoded in the temporal domain, which human observers are
known to leverage for gathering additional data. For example, it has been shown that
non-static conditions favor accurate glossiness perception [35, 183, 230]. In this work,
inspired by this line of papers, we analyze the perception of translucent objects under
dynamic illumination conditions. In particular, we aim to understand whether dynamic
illumination can or not reduce the problem of constancy failure, which has potential
applications in authoring or previsualization, where the common setup assumes static
illumination. Such static setup has been largely explored, including illumination con-
figurations targeting better shape [181, 216] or material [17] understanding. However,
even a carefully fine-tuned appearance might break when the illumination changes,
due to the aforementioned problem of constancy failure. Our goal is to complement
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5.2 experiment design

Figure 5.2: Left: Selected frames of a dynamic reference stimulus (video) used in our experi-
ment, illustrating the changes in appearance as the illumination moves. Right: Ex-
ample of a static reference stimulus used. From left to right, the light rotation used
to render the stimuli is 135º, 180º, and 225° for the frames of the dynamic Reference,
and 210° for the static Reference.

previous behavioral studies that noted how users tend to use viewpoint motion [59],
exploring how the temporal evolution of shading can improve this problem. Specifi-
cally, we investigate if showing a stimulus in a scenario with a dynamic lighting can
alleviate or not users’ translucency constancy failure, similar to previous studies that
explored novel ways to facilitate shape [181, 216] or material [17] understanding with
the help of specific lighting settings. To do that, we compare participants’ performance
when determining the density of translucent objects under both static and dynamic
lighting conditions (an example is shown in Fig. 5.2). We perform a series of guided
tasks, where participants estimate material properties under a variety of lighting con-
ditions and optical parameters (see Fig. 5.1). The results of our experiments confirm,
as discussed in previous works, that both the direction of the illumination and the scat-
tering directionality are key factors determining the perception of translucency. How-
ever, quite surprisingly, we observe that humans perform equally well when assessing
the optical properties of translucent materials in both static and dynamic scenarios,
suggesting that we do not leverage the extra information encoded in the temporal
dimension in this particular scenario.

5.2 experiment design

The goal of our study is assessing the effect of having dynamic illumination on the per-
ception of translucent materials. More specifically, evaluating whether dynamic light-
ing leads to a more accurate perception of translucent appearance as compared to a
static counterpart. We do this through an asymmetric matching task, which has been
used successfully in similar contexts [239]. In a matching task, participants need to ad-
just the density of the scattering medium of a Match stimulus to resemble that of the
Reference stimulus. In our experiment, this is done in two different conditions: with a
static and with a dynamic illumination in the Reference stimulus (in the latter case the
Reference stimulus is thus a video). Each condition is evaluated for a variety of illu-
mination directions, and material properties, in particular the phase function and the
density (the medium extinction coefficient σt). To avoid direct comparison, we use an
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5.2 experiment design

MatchReference

Figure 5.3: Experiment design. We show the user two images, or a video and an image, side-
by-side. The user is asked to edit the Match image density (right) until it visually
matches the Reference (left).

asymmetric matching task experiment; in our work, this is by done by having different
lighting condition of the Target and Match stimuli, always differently (see Figure 5.3).

5.2.1 Stimuli

Sample stimuli used in the experiment can be seen in Figure 5.3. The stimuli are ren-
dered images featuring the Lucy statue from the Stanford 3D Repository [130], which
is often used to evaluate the perception of translucency due to its combination of thick
and thin features [67, 239]. All stimuli were generated using the Mitsuba 0.6 physically-
based renderer [102].

As explained in Section 2.1.5, translucent objects are modeled by a scattering medium
inside their volume and a dielectric interface at the surface of the object. We model the
interface as a smooth dielectric (ρ = 0), so that it presents highlights that are associated
with translucent materials [49, 67, 147, 148, 161]. For the scattering medium, we fix the
index of refraction to η = 1.5, which is a common value in translucent objects such as
wax and glass [58], and the single scattering albedo to α = 0.99, following previous
work [67], so scattering dominates over absorption. These parameters are fixed for all
the stimuli shown in the study, while we analyze the role of the remaining two pa-
rameters that model the behavior of the scattering medium: the density (or extinction
coefficient) σt and the phase function fp.

density The Reference stimuli are thus rendered using four different density levels,
ranging from 3 to 6 in logarithmic scale, such that σt = exp(d) m−1, with d = [3..6]. In
the Match stimuli, the density is the parameter that the participants in the study will

76



5.2 experiment design

need to adjust so that the material looks like that of the Reference; participants will be
able to adjust it within the range d = [0..10], with a step size of 0.25. For reference, the
height of the Lucy is set to 5.23m.

(a) fp,0 (b) fp,1 (c) fp,2

Figure 5.4: Polar plots illustrating the shape of our three phase functions (bottom), together
with their effect on the appearance of a translucent object (top) (all other parameters
are kept fixed). Note the large magnitude difference in the primary lobes of fp,1and
fp,2, and with the isotropic fp,0.

phase function We render the stimuli with three different phase functions that
yield perceptually distant appearances according to Gkioulekas et al.[67] (see Fig-
ure 5.4). The first phase function, fp,0, is a purely isotropic one (i.e., fp,0(µ) = 1/4π).
The other two phase functions, fp,1 and fp,2, are two-lobed (backward and forward)
phase functions defined using two von Mises–Fisher distributions as

pf1,2(µ) = wfvMF(µ;k1) + (1−w) fvMF(µ;k2) , (5.1)

where the exact definition of fvMF(µ;k) can be found in Appendix A.1. Phase function
fp,2 is aggressively forward scattering, while fp,1 presents a less prominent forward
lobe than fp,2 (see Table A.1 for details at A.1).

illumination Each trial in the matching task is composed by a Reference and a
Match stimulus; the illumination in both is never the same, to create an asymmetry
in the matching task and avoid pixel-by-pixel comparisons. We illuminate the scene
using a captured environment map, in contrast with most previous works, which em-
ploy different forms of synthetic lighting [49, 239]. This has the advantage that natural
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environment maps are more realistic, as well as usually preferred over synthetic illumi-
nations when comparing surface reflectance of materials [47, 48, 124]. When selecting
the environment map, we seek a tradeoff between naturalness and controllability, to be
able to assess the influence of lighting direction. We use the Ennis environment map,
shown in Figure 5.5. In it, most of the irradiance comes from one main region and
two other smaller areas, making the illumination highly directional while retaining a
natural setup. Having such directional lighting has the additional benefit of creating
more dramatic changes in the appearance when rotating the environment map. We
use the large area light (marked in red in Figure 5.5) as a reference for the direction
of the illumination. We further slightly blur areas outside it to reduce high-frequency
reflections, following initial pilot studies that showed that the movement of the high-
lights across the surface when rotating the environment map could be distracting for
participants, whereas our focus lies on the properties of the medium. Blurring out the
details alters the original, captured environment map; a similar result could have been
obtained by making the surface rougher, but this would have increased the rendering
time to generate the stimuli. Slightly blurring the environment map thus offered a
good compromise between realism, efficiency, and placing the focus on the scattering
medium.

In the static condition, the Reference stimulus is rendered with a back-side illumi-
nation, in which the main light is at an azimuthal angle of 210° (back and side illumi-
nations have been shown to be more informative than front ones [239]). In the dynamic
condition, we render 45 frames, spanning from azimuthal = 135° to azimuthal = 225°,
and the frames are then played in a bounce-loop. We set the video’s frame rate at 30
frames per second (fps), and a rotation speed of 2º per frame. From preliminary tests,
this speed seemed a good fit between showing the stimuli with enough speed to avoid
an almost static Reference and slow enough to show the evolution of the light patterns
as the illumination moved. To account for the influence of the illumination direction,
the Match stimulus is rendered under three different lighting directions: side (main
light at 180°), front (main light at 90°) and back (main light at 270°). Figure 5.5 illus-
trates the lighting scheme for both the Reference and Match stimuli, in the static and
dynamic conditions.

5.2.2 Procedure

The experiment is carried out in two separate sessions, one for the static condition, and
another one for the dynamic condition. The two sessions are separated by at least 24
hours, to avoid fatigue and learning effects. The order of the two conditions is random-
ized, and its potential effect is checked in the subsequent analysis. Each session consists
of 36 randomized matching trials (4 densities × 3 phase functions × 3 light directions).
Before starting the experiment, the participant is asked to fill in an anonymous ques-
tionnaire including basic demographics and questions about previous knowledge in
computer graphics and art. During the experiment, we record the responses of the
participants to the matching tasks.
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5.2.3 Participants and Apparatus

The experiment protocol is in accordance with the Declaration of Helsinki and was
approved by the institution’s Research Ethics Committee. Twelve participants (4 female,
8 male), with an average age of 30.3 years (±8.42) and normal or corrected-to-normal
vision, took part in the experiment. All participants completed the experiment (they
could withdraw at any point).

The experiments took place in a room with a controlled, constant illumination us-
ing an office light. The stimuli were shown on an ASUS Vz239he 24” LCD display that
had been previously color calibrated and the viewer was asked to sit at a distance of
60cm. We tone-mapped the HDR renderings to sRGB using a simple exposure-gamma
tonemapper with γ = 2.2 and fixed exposure.

5.3 data analysis

Our experiment has three within-subjects factors, described in detail in Sec. 5.2: light
motion (2 levels, static or dynamic), light direction (3 levels, front, side and back), and
phase function (3 levels, fp,0, fp,1and fp,2). Since it is a matching task, our dependent
variable is the error in the estimated density adjusted by the participants, σt,est −

σt,real, where σt,est is the density estimated by the user and σt,real is the actual den-
sity present in the Reference. We analyze our data using repeated measures ANOVA,
with post-hoc pairwise comparisons with Bonferroni correction when applicable. We
set the threshold ϵ to consider a factor statistically significant at ϵ = 0.05. No data was
discarded due to outlier rejection. We also measured and analyzed the time to comple-
tion of each trial, but we found only a first-order interaction between time spent and
the light direction. However, the successive Post-Hoc analysis did not highlighted any
common pattern. While we discuss here the main significant effects and interactions,
the full results of the analysis can be found in Appendix A.2.

5.3.1 Does a dynamic lighting setup improve density estimation?

The first question we sought to answer was whether having a dynamic lighting setup
led to improved density estimation with respect to the static counterpart. Our analysis
revealed no significant effect of the light motion factor on the error incurred by partici-
pants (p = 0.1016). Fig. 5.6 plots the estimated density against the real density for each
condition, and illustrates how the trends are similar for both the static (top row) and
dynamic (bottom row) cases.

There is, however, a significant first-order interaction between light motion and
phase function (p < 0.001). The type of phase function (see Fig. 5.4) has a significant
effect on the ability of participants to estimate density in the case of the dynamic setup
(p < 0.001), but not in the case of the static setup (p = 0.3889): The error remains
roughly constant across phase functions for the static case (marginal means Mpf0 =

−0.16, Mpf1 = −0.23, Mpf2 = −0.33), while in the dynamic case a large increase in
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5.4 discussion

error is observed for the most forward scattering phase function, fp,2 (marginal means
Mpf0 = 0.19, Mpf1 = 0.10, Mpf2 = −0.65).

5.3.2 Is there a more favorable light direction for density estimation?

Light direction has a significant effect on the accuracy of the estimation, both in the
static and dynamic cases (p < 0.001). Further, there is an interaction between the
phase function and the light direction (p < 0.01). Post-hoc analyses reveal the na-
ture of this effect, which is shown in Fig. 5.7 (bottom). The front light direction is
consistently harder to estimate than the side and back conditions (marginal means
Mside = −0.05,Mback = 0.22, Mfront = −0.90), and the effect is aggravated in the
case of phase function fp,2, the most forward scattering one (see Fig. 5.7). The higher
error when viewing the Match front lit might also be caused by the experimental setup,
since the front (90°) light condition is the farthest from the static Reference (210°), while
the side (180°) and back (270°) conditions are visually closer to the static Reference. We
further discuss this topic in Section 5.4.

Interestingly, in the dynamic lighting setup, there is no significant effect of the
light direction for fp,0, whereas in the static case the front condition is performing
worse than the side one, and worse than its dynamic counterpart. Although a weak
effect, this suggests that the dynamic lighting may be aiding in the estimation of the
density for the challenging front case. This only occurs, however, for the isotropic fp,0,
and not for the more complex fp,1 and fp,2, where the error remains similar between
the static and dynamic conditions.

5.4 discussion

We have designed a matching task experiment where participants estimated the density
of a translucent object under different lighting conditions and material properties. We
discuss here our main findings, and contextualize them with respect to previous work.

the influence of light direction In contrast to previous works investigating
the effect of light direction [239], where the stimuli were illuminated with synthetic
lighting (e.g., spherical harmonics), here we employ an environment map captured
from a real scene, and therefore more representative of a real-world illumination.

Both our findings and Xiao et al.’s [239] reveal the influence of light direction and its
interaction with the phase function. Like Xiao et al., we observe that the front lighting
condition leads to higher inaccuracies in density estimation than side or back lighting,
statistically significant in non-isotropic, forward-scattering phase functions. They re-
port an overestimation of the Match density when the Reference is frontally lit, and we
find an (equivalent) underestimation of the Match density when the Match is frontally
lit. Frontal lighting has the effect of “flattening” and decreasing local contrast of non-
specular surfaces [29, 162], which can hinder the ability to discriminate between similar
appearances. Moreover, we note that fp,2 performs differently than the other two, when
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5.4 discussion

frontally lit. We believe that this is caused by the presence of the strong backward and
forward scattering peaks, that increases the sharpness of details by forward-scattering
light inside the object in all but some contour areas, where backward scattering in-
creases brightness. However, while the trends resulting from light direction are similar
for the same phase functions, Xiao et al. find a larger error in the estimated density
than in our case. This may be caused by the different types of illumination that we used
to render the stimuli: As opposed to Xiao et al.´s low-frequency synthetic illumination,
we use a more natural light with a sharp, dominating high-frequency, directional light.
As in previous work [240] we hypothesize that the increased directionality of the light
emphasizes the translucency specially in thin areas, in which scattering differences are
better perceived by our HVS [61]. This correlates with the perceived effect of illumina-
tion on opaque material perception [124]. Nevertheless, this is just a hypothesis which
would require further testing in equivalent conditions.

the influence of light motion Previous studies have shown that observers,
when offered the possibility, tend to use motion clues when investigating translucent
objects, by either moving the head or by directly rotating the object [61]. Our experi-
ment looks at a slightly different scenario, in which the light source moves around the
object. Although similar, these two setups convey different information. By moving the
object, or the head, the observer can see the same object from a different perspective,
recovering information about the geometry of the object. In our scenario, the partici-
pant has extra information about the evolution of light patterns, which could help in
the estimation of translucency properties. However, our data do not reveal a more ac-
curate translucency perception in the dynamic with respect to the static case. It seems
that participants were not able to leverage the extra information provided by these light
patterns. Given the strong influence of light direction on the perception of translucency
observed in both our and previous works, this was a surprising result, which requires
further investigation. Moreover, analyzing the time that users spent on each trial did
not show significant differences between the static and dynamic conditions.

visual equivalence While care was taken so that in all cases the Match and
Reference were different pixel-wise, to avoid pixel matching, , our lighting setup is
such that some Match light directions are closer to the Reference than others. For
instance, the side (180º) and back (270º) conditions are closer to the static Reference (210º)
than the front one (90º). This could have led to participants more easily estimating the
"correct" optical density when the Match was lit from the side or from behind than
when it was lit frontally, since these two conditions might present visual clues that are
also present in the static Reference. In this regard, it is interesting to note that in the
dynamic Reference condition, in which the illumination spans from 135º to 225º (thus
closer to the match when frontally lit), users did not improve their performance. This
seems to further support the idea that people do not use dynamic illumination cues to
assess the nature of translucent materials when rotating the illumination. In any case,
exploring the visual equivalence in translucent materials, for both static and dynamic
scenarios, remains an open problem.
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limitations and future work As with any study of this kind, our findings
are strictly valid only for the conditions here tested. We limited our experiment to
one shape (the Lucy model) to keep the experiment size tractable, and to focus on the
effect of the illumination. Other works have looked into the effect of geometry, and
shown differences between simpler (sphere, torus) and more complex geometries [58],
so extrapolation of our findings to a variety of geometries should be done with caution.

An important constraint of our experiment is that participants were not able to
control the direction or speed of movement, since they were shown a fixed video, in
a loop. We made this choice in order to ensure control of the stimuli and consistency
between participants over the stimuli viewed, and because in certain application sce-
narios free exploration of the object would not be possible. It remains as future work
to test whether this would have an effect on our findings.

Finding that we may be unable to leverage the extra information offered by a dy-
namic illumination for translucent density estimation can have implications for com-
putational design and editing of materials, both in rendering and fabrication scenarios.
We hope this work serves as yet another step towards our understanding of material
appearance, and specifically of translucent appearances.

As a future work, it would be interesting to investigate the impact of motion
translucent materials with a rougher surface interface. As noted in previous work,
there is an interaction between translucency and glossiness perception [58]. In particu-
lar, it seems that the surface halo created by rough materials generates areas with low
local contrast, similar to what was noted in previous work [162]. We argue that this
constancy failure might be alleviated by a dynamic reference since the halo created
by surface glossiness would likely vary more sharply than translucency. Still, since
translucency is a global (not local) effect, understanding the tight interaction between
glossiness and translucency under dynamic lighting remains as future work.

subsequent studies

In this paragraph, we briefly discuss and relate the work described in this chapter with
a recent work from Gigilashvili et al. [57], which was published a year after the work
presented in this chapter. In this work, the authors run two user studies: The first aims
to investigate if movement alone is enough to elicit a sense of translucency, finding
out that it does not seem the be the case. In the second study, the authors run an
experiment similar to the one discussed in this chapter. They also use an asymmetric
matching task, studying the impact that motion can cause on density estimation of
translucency, using stimuli different than ours. In this case the stimuli featured differ-
ent shape (the so-called "spiky sphere"), lighting condition (a surface area emitting a
D65 spectrum, positioned in front of the shape), and type of motion (with both shape
and light moving). Interestingly, using these different stimuli, Gigilashvili et al. [57]
report results similar to ours, corroborating the thesis proposed in this chapter that
motion does not affect the way users estimate the density of translucent materials.
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6
N AV I G AT I N G T H E M A N I F O L D O F T R A N S L U C E N T
A P P E A R A N C E

about this chapter

While the previous chapter focused on the perception of translucent materials, in the
following chapter we investigate the editing of translucent materials. The main contri-
butions include a user study to identify an appropriate similarity measure for translu-
cent materials; the creation of a perceptually meaningful manifold for homogeneous
translucent materials, leveraging this measure; and the development of an editing in-
terface based on this manifold, validated through a second user study. As the leading
author, I have led the design, development, and analysis of both user studies; I have
also been the main developer of the manifold and contributed significantly to the writ-
ing of the manuscript. The work introduced in this chapter has been accepted at the
Computer Graphics Forum and presented at the Eurographics 2024 conference.

D. Lanza, B. Masia & A. Jarabo
Navigating the Manifold of Translucent Appearance

Computer Graphics Forum (Eurographics 2024)

6.1 introduction

Materials that exhibit some degree of translucency are ubiquitous in the real world,
ranging from organic materials, such as milk or wax, to inorganic materials like jade
or glass. Light transport algorithms capable of simulating them with great accuracy,
and in a computationally efficient manner, are well-developed [170]. When it comes
to editing these material models, however, existing techniques are considerably less
developed.

Translucent materials are typically modeled using the bidirectional scattering sur-
face reflectance distribution function (BSSRDF), and manipulating their appearance
through tuning of the optical parameters of the BSSRDF is a daunting challenge. These
parameters span a high-dimensional space, with dimensions that correlate poorly with
human perception, and complex, non-linear interactions between them, leading to dis-
tant optical parameters resulting in similar appearances [255]. This problem is aggra-
vated in the case of novice users, who are not acquainted with the individual impact of
each of these parameters on the final appearance, not to mention the intricate manner
in which they interact.

Bridging the gap between physically-based parameters, used in analytical or mea-
sured models of appearance, and high-level attributes that humans can better under-
stand and control is a long-standing problem in the field of material appearance mod-
eling. As discussed in 1.2, this often involves finding low-dimensional perceptual man-

86



6.2 background and related work

ifolds, which enable a more intuitive navigation of the targeted range of appearance
[186, 189, 211], and in some cases even provide a relationship between the dimen-
sions of these manifolds and the parameters of reflectance models [176, 233]. Unfortu-
nately, all these works focus on building a perceptually-based appearance manifold for
opaque BRDFs.

Despite –or owing to– their higher complexity, translucent appearance models have
received less attention in this area. Most efforts have focused on optically-thick mate-
rials, where editing can be done by manipulating the diffusion profile [19, 194, 223],
thus limiting material editing to a particular set of translucent materials. In addition,
the perception of translucency, and its interaction with factors like lighting and geom-
etry, is not fully understood [46, 49, 61, 65, 122, 125], further hindering the task.

Our goal is to explore intuitive methods for navigating and editing translucent
appearance, allowing users to abstract themselves from the low-level optical properties
defining appearance and focus only on the appearance itself. We do this by building
a perceptually-meaningful continuous manifold of translucent appearance (Figure 6.2).
This manifold is built under the premise that perceptually similar appearances should
be closer together, so global exploration of our manifold will allow drastic appearance
changes, and local navigation will result in fine-tuning of appearance. We focus on
homogeneous, achromatic translucent appearance, with the goal of evaluating whether
an editing paradigm based on image navigation of such a manifold can be practical for
users and outperform more traditional, slider-based editing approaches, thus justifying
further exploration of its applicability to the vast space of translucent appearance.

We build our manifold leveraging an objective distance measure, which we select
by conducting a perceptual study. Since our ultimate objective is appearance editing,
we validate the usefulness of such space by proposing an interface that builds on top of
it; we evaluate this interface with a user study, comparing it to a standard, slider-based
interface Figure 6.1. We show that novice users have better objective performance in
editing tasks using our prototype interface, and at the same time have a more satisfac-
tory editing experience.

Specifically, our contributions are:

• A perceptual study to determine an adequate objective distance measure for
translucent appearance that correlates with human perception of translucency
over a wide range of optical parameters.

• A perceptually-meaningful continuous manifold of the space of translucent ap-
pearance, suitable for editing homogeneous translucent materials.

• An editing interface that leverages this manifold, and which we validate through
a user study, showing its effectiveness and superior performance in comparison
to a standard, slider-based approach.

6.2 background and related work

In this section, we briefly summarize the related work on translucency editing, percep-
tual spaces of appearance, and material design and editing interfaces.
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6.2.1 Light Transport in Translucent Materials

As described in Section 2.1.5, we model translucent materials as a volumetric medium
enveloped in a surface. The medium is characterized by the extinction coefficient σt,
the single scattering albedo α, and the phase function describing the angular scatter-
ing fp(µ), with µ = ω ·ω ′. We restrict our work to homogeneous achromatic media,
avoiding spatial, angular, and spectral dependence of these parameters. For the phase
function we use the common Henyey-Greenstein model [89], parameterized by the di-
rectionality parameter g. Additionally, the surface interface is characterized by ρ the
roughness of the microfacet distribution and η the index of refraction.

6.2.2 Editing Translucency

As seen in Section 2.1.5 a vast section of previous work has been devoted to studying
the perception of translucent materials. However, editing of translucent materials in an
intuitive way is a relatively unexplored topic. Most existing works have focused on
optically thick materials, where the light is at the diffusion regime: In this case, edit-
ing is generally done via modifying the diffusion profile [19, 114, 194, 241], or via local
manipulation of the single scattering albedo in volumes [83]. For a broader range of op-
tical thickness, the general approach falls back to manipulating optical parameters via
sliders, either directly or via simplified controls [234]. Our work targets all ranges of op-
tical thickness and poses editing as a low-dimensional intuitive navigation through the
potential range of appearance, rather than low-level properties. Inverse rendering of
participating media has proved a useful tool for manipulating translucent appearance.
This includes optically thin [164] and thick materials [34, 111], as well as more general
materials using fully-differentiable volume path tracing [64, 68]. Recently, neural-based
approaches [25, 133] have demonstrated good performance on inverting the BSSRDF.
While we leverage inverse rendering to obtain an estimate of material properties, our
focus is on providing an improved method to intuitively edit translucency.

6.2.3 Perceptual Spaces for Appearance Editing

A considerable body of work has been dedicated to deriving low-dimensional percep-
tual manifolds of material appearance in which materials are organized along mean-
ingful, interpretable dimensions. Often, a key motivation behind these is to facilitate
editing and control of appearance, shielding the user from the high-dimensional, non-
linear spaces spanned by the optical or physically-based parameters of BSDF models.

A seminal work in this area is that of Pellacini et al. [176], where they derive a two-
dimensional perceptual space for gloss. The space is built from psychophysical data,
making use of multidimensional scaling, and they establish a relationship between
their two main perceptual dimensions. A close goal is pursued by Wills et al. [233],
who build a two-dimensional perceptual space for gloss for measured BRDFs. More
recently, Toscani et al. [211] used a similar methodology with a wider range of appear-
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ance, and with the addition of an experiment to interpret and label the three main
dimensions of their derived space.

Instead of focusing on a single attribute (e.g., gloss) and deriving a perceptual
model for it, other works have broadened the scope, often at the same time lifting the
restriction of having a perceptually-linear space, where a linear change in space corre-
sponds to a linear change in appearance, and settling, instead, for intuitive, perceptually-
meaningful spaces, in which items are spatially sorted following perceptual criteria,
but without any extra relationship between space in the manifold and perceptual space.
Matusik [151] evaluated different dimensionality reduction techniques for measured
BRDF data, and defined a set of 15 attributes (which they call perceptual traits) which
are then used to navigate the space of appearance. Inspired by this, Serrano et al. [186]
generated intuitive manifolds for a carefully-curated list of attributes, building on the
dimensionality reduction proposed by Nielsen et al. [167]. Shi et al. [189] follow a
similar approach, but do not establish specific attributes a priori, and instead extract
dimensions that explain perceived differences in appearance. They also propose an
editing interface, discussed in Section 6.2.4.

Akin to these works, we seek to build a low-dimensional space that is linked to
the optical properties of the material appearance model in a manner that allows for
appearance editing. We draw inspiration from their methods, but while their focus is
on opaque BRDFs, we deal with translucent materials, a much less explored domain.

In the context of translucent materials, the closest work to ours, which identifies
a two-dimensional perceptually-meaningful manifold for a set of physical scattering
parameters, is that of Gkioulekas et al. [67]. They specifically explore the impact of
the phase function on translucent appearance, and relate the two axes of their space
to moments of the phase function. We build on their findings, including the distance
metric they use, but we tackle a wider range of appearance, and focus on providing
an intuitive space for editing it. Recently, Liao et al. [136] proposed an unsupervised
learning-based model that identifies perceptually relevant dimensions for translucent
material appearance from images, and show that manipulations in the latent space
of the model can lead to modifying the appearance of the object. While they work
in image space, we seek to retain the mapping to optical parameters of the material,
required for physically-based rendering.

6.2.4 Material Design Interfaces

Different interfaces and interaction paradigms have been proposed in the context of ma-
terial appearance design and editing. They mainly rely on one of two paradigms: those
based on a set of sliders that allows modifying a series of parameters, or those based
on navigation of a structured collection of images. Both were analyzed by Kerr and
Pellacini [118] in their comparison of material design interface paradigms for novice
users. A third category relies on directly painting with brush tools, and has been used
for opaque BRDFs, particularly highlights [30, 172], but requiring custom material
models.
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Slider-based models can rely on physical sliders, that expose and control the optical
properties of the underlying BSDF model (as used by many commercial, off-the-shelf
modeling tools [5]), or on perceptual sliders, allowing editing along the dimensions of
perceptually-meaningful spaces of appearance like the ones introduced in Section 6.2.3.
Some BSDF models, like Disney’s Principled BSDF [18] are already designed to provide
an optimal combination of controllability, expressiveness, and robustness.

Hybrid approaches that combine image navigation with subsequent tuning of pa-
rameters are commonly found in everyday applications such as Adobe Filter gallery [1]
or Microsoft PowerPoint template gallery [157]. They offer good balance between a
rapid selection of the desired result, and the fine-tuning precision given by sliders. In
the context of material appearance, the recent work by Shi et al. [189] proposed to
use such a hybrid paradigm for authoring opaque metallic-like BRDFs. We draw in-
spiration from this approach, and explore the use of such hybrid editing interfaces for
translucency, which is a higher-dimensional problem with a more complex interaction
between the low-level parameters used to define appearance.

6.3 a distance measure for translucent appearance

Measuring the perceptual distance between the appearance of two materials is an open
problem, and multiple measures have been proposed [128]. These measures can oper-
ate in material space or in image space. The former have the obvious advantage that
they do not require rendering the images, but they have shown to correlate poorly with
perception, especially when dealing with suprathreshold differences [165, 186]. Image-
based metrics allow to factor in the influence of the geometry and the illumination,
critical in material appearance [123], and in particular in the case of translucency [65,
239]. In this section, we briefly describe our choice of distance measure: we curate a set
of metrics based on the literature (Section 6.3.1), and then conduct a perceptual study
to select the best one for our particular type of stimuli (Section 6.3.2). For a more de-
tailed description of the metrics and the experiment, we refer the reader to Appendix
B.

6.3.1 Image-based Metrics

While the literature in the area of image-based appearance metrics is vast, the specific
case of translucent materials is not as well studied as that of opaque BRDFs. Studies
range from analyzing existing metrics proposed for BRDFs for their use in translucent
stimuli, to the proposal of models specifically designed to predict human responses to
those translucent stimuli. We explore the use of representative metrics of both, as well
as other commonly used image-based metrics. In particular, we evaluate: the cubic root
metric [165], which Gkioulekas et al. [67] found to correlate well with the perception of
translucency; the anisoshading ratio proposed by Kiyokawa [122] for translucency; and a
set of image-based metrics including the well-known MS-SSIM, widely used for image
comparison, the recent FovVideoVDP [145], and the learning-based metric LPIPS [253].
Details on these metrics can be found in the Appendix B.1.
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6.3.2 Perceptual Study

We seek to find, for the type of stimuli that we work with, which metric correlates best
with human judgements. As mentioned, previous work has analyzed the performance
of different image-based metrics on the perception of translucency [67]. However, they
did so with a set of stimuli that focused on studying the role of the phase function.
Since their focus is on densely sampling the space of phase functions, they fix the other
scattering parameters to isolate the effect of the former (σa and σt take the values of the
green channel of marble [111], with perturbations of them around these default values;
roughness is also fixed), leading to a more reduced range of translucent appearance
(in terms of σa, σt and roughness coverage) than the one we cover in the present work.
Therefore, we build on their work, and assess through a perceptual study whether their
proposal of the cubic root metric applies to a larger range of appearance, even when
compared to more recent and sophisticated image-based metrics.

6.3.2.1 Stimuli

Our stimuli are images of a translucent object against a uniform background; we use a
fixed geometry, and vary the material’s optical parameters and the lighting conditions.
Images are rendered with Mitsuba 0.6 [102], using the default volumetric path tracer
with no limit to the number of bounces. We fix the geometry to the Lucy statue, since
it has both thick and thin parts and shows a balance of medium and high-frequency
details, which are helpful cues [61]. We add a background horizontal plane, to project
caustic patterns that are also used to assess translucency [56].

Since the perception of a translucent material is heavily affected by where the light
is positioned with respect to the object, we render our stimuli with three different
variations in lighting: front, side and back [239]. In all three cases, we use a strong area
light to generate a directional light source from the specific direction, and add a filling
environment map (Ennis [98]).

We model translucent materials as a medium enclosed by a surface, yielding five
optical parameters that determine material properties (see Section 2.1.5). We fix the in-
dex of refraction (IOR) to η = 1.5, since most translucent materials have an IOR close to
this number [61]. We explore the whole range of phase function asymmetry g ∈ [−1, 1]
and single scattering albedo α ∈ [0, 1], while we bound both surface roughness and
extinction to ρ ∈ [0.01, 0.6] and σt ∈ [0.01, 10000], respectively. Given that the parameter
space π = [ρ,σt,α,g] is four-dimensional, a grid-based sampling would be impractical;
instead, we sample the space using a low-discrepancy quasi-random distribution (Hal-
ton). The use of a low-discrepancy sampler allows to have a uniform coverage of the
sampling space and scales well in multidimensional spaces. Even within our scheme,
the optical parameters sampled have a highly non-linear relationship with translucent
appearance. Based on findings from previous work on translucency perception [63],
we choose a power-like distribution for the single scattering albedo α and extinction
σt and empirically set the parameters of the power function to provide a balanced cov-
erage of appearances. Specifically, we follow α = ξ5 and σt = ξ−5, with ξ a random
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number, skewing the sampling towards lower extinction values and including optically
thinner appearances that would otherwise be underrepresented.

6.3.2.2 Procedure

We avoid ranking methods and resort to a two-alternative forced choice (2AFC) exper-
imental paradigm. This is common practice in complex appearance evaluation tasks,
where the measured effect may not follow a linear scale. As in standard 2AFC experi-
ments, the participants need to select which of the two candidate images is most similar
to a reference one.

We sample sixteen sets of material properties, under three different lighting con-
ditions. This yields a total of 5,040 triplets, each evaluated by at least five different
participants, leading to a total of 25,200 trials. Given the large number of trials, we
use Amazon Mechanical Turk, implementing control trials to discard unreliable partic-
ipants (slightly under 25% of participants were discarded).

6.3.2.3 Results

Following previous works [55, 123, 233], we compute the accuracy of each image-based
metric when predicting human responses using both its raw and majority modalities.
The raw accuracy considers each response as a correct answer for each triplet, while the
majority accuracy considers that only the majority’s response for each triplet is correct.
Differences between both modalities exist when there is low agreement between partic-
ipant responses for a given triplet. Table 6.1 shows the accuracy results for each of the
five metrics when predicting human responses, in both its raw and majority modalities.

Image quality metrics do not provide a good prediction in this scenario, even in
the case of those designed to detect supra-threshold differences. On the other hand,
we see how the cubic root metric initially developed as a metric for BRDF comparison
[165] offers the best results, consistent with what Gkioulekas et al. [67] found in their
exploration of the phase function. These are complementary findings to the work of
Gkioulekas et al., since we span a wider range of optical parameters and appearance,
going from crystal-like to darker materials (see Appendix B for representative subset
of the materials used). Therefore, the cubic root metric, initially proposed for BRDFs,
will be our distance metric of choice.

6.4 a perceptually meaningful space for translucent appearance

Editing material appearance is generally done by moving along non-orthogonal non-
linear dimensions via sliders. In our case, that means a four-dimensional space, which
is a challenging task for novice (or even experienced) users.

Instead, our goal is to provide a more natural navigation along the manifold of
translucent appearance. That imposes a set of design constraints for our manifold: 1)
The manifold should be perceptually meaningful, so that similar appearances are close
together; 2) the manifold should be continuous, to allow navigation along the space of
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Majority Raw

Metric Side Back Front Side Back Front

Cubic root metric 0.77 0.81 0.84 0.70 0.73 0.75

Anisoshading ratio 0.61 0.65 0.69 0.50 0.50 0.63

MS-SSIM 0.29 0.27 0.25 0.22 0.19 0.18

FovVideoVDP 0.29 0.27 0.25 0.23 0.20 0.17

LPIPS 0.75 0.77 0.77 0.69 0.71 0.72

Table 6.1: Accuracy (both majority and raw) of the various image-based metrics when predict-
ing human similarity judgements, for the three lighting conditions: side, back, and
front. Performance is generally consistent across lighting conditions. The cubic root
metric outperforms the rest, and is thus our distance metric of choice.

possible translucent appearances; and 3) the manifold should be two-dimensional, so
that it can be easily navigated by the user.

Mathematically, we want to find a two-dimensional manifold M ⊆ R2 that is a
convex hull of appearances. Each point yi ∈ M maps to a set of optical parameters
πi, thus establishing a relationship m(yi) = πi. For that manifold to be perceptually
meaningful, we impose that for a pair of points yi,yj ∈ M, it holds that

|yi − yj| ∝ d(ii, ij), (6.1)

with d(·, ·) being the cubic root metric, and ii = Render(πi) the generated appearance
with optical parameters m(yi) = πi. Note that as we describe later, ii is not necessarily
a single image; in fact, in the construction of our manifold and its navigation, we
use a triplet of three images with the same optical parameters and under different
illumination conditions. In the following, we describe our manifold construction from
a discrete set of samples, which we navigate by using an interpolation scheme.

6.4.1 Manifold Construction

In order to build our manifold, we leverage dimensionality reduction techniques. This
allows us to leverage the cubic root metric, which we showed that correlates best with
human perception in our scenario (Section 6.3), so that materials with similar appear-
ance are closer together, and different materials are pushed further away. A benefit of
this approach is that similarity relations between optical parameters are implicitly han-
dled, as well as non-linearities between optical parameters and resulting appearance.

We sample M = 100 tuples of optical parameters π̂ using the sampling procedure
described in Section 6.3.2, and render the Lucy statue under three lighting conditions
(front, back and side). Then we compute a M×M distance matrix relating the percep-
tual distance between each pair of appearances, using the average distance of all three
lighting conditions. By associating each point to three different lighting conditions we
enforce the manifold to place closer together points that carry optical parameters that
generate similar appearances under different lighting conditions, making the manifold
more robust.
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Finally, we feed the IsoMap algorithm [207] with the distance matrix, and set the
number of neighbors to five and the dimensionality of the output space to two. With
these settings, we build a two-dimensional manifold where each image triplet ii gener-
ated with optical parameters πi has a coordinate yi ∈ M in the manifold.

discussion While other algorithms for dimensionality reduction exist (e.g., mul-
tidimensional scaling or kernel principal component analysis) we chose the IsoMap
algorithm since it works well with arbitrary distance matrices and handles well non-
linear spaces [207]. Other alternatives using neural networks, following previous works
on perceptual spaces for material appearance [32, 123, 204], were considered, but we
found that IsoMap works well in our case, and produces stable and meaningful man-
ifolds that can be easily navigated, while the latent spaces of neural-based methods
might lead to unintuitive spaces and would require re-training with extensive labeled
data for translucent appearance.

6.4.2 Manifold Navigation

The manifold defined above provides a convex hull of appearances for translucent
materials. However, the discrete set of samples it is built with fill the 2D manifold
unevenly, and do not allow for smooth navigation. To build a continuous manifold
inside the convex hull of the manifold from a discrete set of samples, we follow an
approach similar to Wills et al. [233], and estimate the optical parameters πi from the
finite set M of data points (ij,πj,yj) used for building the manifold.

Computing πi directly from the optical parameters associated with the finite set
of data points πj does not necessarily result into a perceptually meaningful appear-
ance manifold. The reason is the complex interactions between optical parameters and
final appearance, arising due to the non-linear effect of each different parameter, as
well as appearance metamerism due to well-known similarity relations between opti-
cal parameters [255], where very different optical parameters might result in a similar
appearance. Instead, we compute the interpolation between datapoints in appearance
space (i.e., in image space), and compute ii as

ii =
1

KN

N
∑

j=1

K(|yi − yj|) ij, (6.2)

with yj and ij the position and appearance of the N nearest data points to yi (we
set N = 5), K(·) a radially symmetric kernel (we use a triangle kernel), and KN =
∑N

j=1 K(|yi − yj|) the normalization factor. This approach has two benefits: First, it
makes navigation inside the manifold smooth and predictive. Second, it imposes that
the relationship in Equation 6.1 holds for the generated appearance ii at yi and the
rest of the manifold, assuming a dense enough set of datapoints generating a manifold.
Figure 6.2 shows the manifold for the back light condition.

Unfortunately, Equation 6.2 results into a relatively simple image-space interpo-
lation, with no direct relationship between yi and πi. Instead, for building the map
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between yi and πi we need to compute ii, and from that compute πi = Render−1(ii),
as we describe in the next subsection.

discussion While this interpolation has some similarities to the one performed
by Wills et al. [233], note that they interpolate the optical parameters in the parameter
space, which is only feasible in the low-dimensional space of gloss in opaque BRDFs. In
the case of translucent materials, this approach leads to suboptimal results, and causes
non-smooth transitions inside the manifold. Additionally, while the interpolation in
Equation 6.2 does not guarantee that there is a set of parameters πi that would generate
the appearance in ii (i.e., ii might not be physically meaningful), we found that there
is always a close match between πi and ii. Both cases are shown in Section 6.4.4.1 and
Figure 6.3.

6.4.3 Optical Parameters Retrieval

We leverage physically-based inverse rendering for computing the inverse problem
πi = Render−1(ii), by solving

min
πi

d (ii, Render(πi)) , (6.3)

with d(·, ·) our distance metric (cubic root metric), averaged over the three different il-
luminations. We solve for πi using the Adam optimizer [121] (learning rate lr = 0.025,
100 iterations), with gradients computed using the physically-based differentiable ren-
dering in Mitsuba 3 [106]. We initialize the optimization by interpolating the optical
parameters following

πi,0 =
1

KN

N
∑

j=1

K(|yi − yj|)πj, (6.4)

which we empirically found works well in our case. To make our problem tractable,
we inverse rendered images with a resolution of 128× 128 pixels, as it was a good
balance between the quality of results and the time to convergence. In our tests, we
found that increasing the resolution for inverse rendering did not have a major impact
on the reconstruction error, but resulted in significantly longer reconstruction times. In
particular, we found that performing the optimization for a native resolution (512×512)
and the lower-resolution one (128 × 128) provided similar error values in both the
recovered optical parameters (MAE of 0.16 vs 0.14, respectively) and error in image
space (cubic root metric of 0.037 vs 0.048, respectively). We further analyze the quality
of the inverse rendering stage in Section 6.4.4.

6.4.4 Analysis of the Space

The resulting two-dimensional manifold can be seen in Figure 6.2. Roughly, the man-
ifold shows two main axes of appearance: From top-left to bottom-right, we can see
that the appearances are distributed from glass-like (top-left) to a more opaque diffuse-
like appearance (bottom-right) similar to, e.g., marble or jade, which agrees with the
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findings by Gkioulekas et al. [67]. On the other hand, the horizontal axis distributes
appearances from dark (left) to bright (right). Since the main purpose of our generated
manifold is to enable navigation of the space of translucent appearance, we evaluate
this through a user study by integrating our manifold into an appearance editing in-
terface in Section 6.5. Prior to this, in the remainder of this section, we analyze the
resulting manifold in terms of validity, stability and generality. Finally, we discuss the
relationship of this manifold with the underlying optical parameters.

6.4.4.1 Validity

To assess our approach to build the continuous manifold (Sections 6.4.2 and 6.4.3), we
compare it to the case in which the manifold is generated by simply interpolating the
optical parameters from the initial set of samples. Our measure of error is the cubic
root metric, and results are shown in Figure 6.3. The error using inverse rendering is
lower, and also shows that the image-based interpolation results in physically plausible
appearance.

6.4.4.2 Stability

To analyze the dependence of our manifold on individual material samples, we per-
form a stability analysis [233]. We do this by building M manifolds following a leave-
one-out procedure, with M− 1 manifold samples being used to build each manifold,
leaving one material sample out each time a manifold is built (manifold construction
is as described in Section 6.4.1). For each of these M manifolds, we compute its Pro-
crustes distance [15, 116] to our resulting, final manifold. This is done by computing
the Euclidean transformation (rotation, reflection, scaling, and translation) between the
two embeddings that minimizes the distance between them, i.e., the sum of squared
differences between the points in both manifolds. The average normalized Procrustes
distance across our M manifolds is dP = 0.017; with distances in the range [0, 1], this
value is indicative of a stable manifold.

6.4.4.3 Generality

Since we build our manifold based on a single geometry (Lucy), we would like to assess
whether such manifold remains valid for other geometries. For that, we compare our
manifold with the manifolds generated for a set of additional geometries that show
different ranges of spatial frequencies and distributions of thickness, which are relevant
geometric features for both reflection and transmittance. These additional manifolds
are built for the Armadillo and Bunny from the Stanford Repository, and a sphere and a
cube. All these geometries were re-scaled to have a thickness similar to the pedestal in
the Lucy statue, so that the level of translucency is comparable. The manifold for each
of these geometries is generated using the same procedure as with Lucy, described in
Section 6.4.1.

We analyze the generality of our approach by performing pairwise comparisons
between the manifolds generated for all five different geometries, analyzing the cor-
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Figure 6.3: Error (cubic root metric) between the interpolated image, ii, and the rendered one,
Render(πi), for a set of uniformly distributed points along the manifold. We show
the error when optical parameters πi are computed through parameter interpola-
tion (left), and by means of inverse rendering (right).

Armadillo Bunny Sphere Cube

Lucy 0.96 0.94 0.88 0.82

Table 6.2: Pairwise correlation between manifolds generated for different geometries and the
Lucy statue, computed using the Mantel test. Values correspond to the Pearson
product-moment correlation coefficient, which ranges from -1 to 1, with 1 indicat-
ing a strong positive correlation and -1 a strong negative one. Results shown are
statistically significant (p < 0.05).

relation of the distance matrices using the non-parametric Mantel test [144]. Results
are shown in Table 6.2, with 1.0 being perfect correlation: Even for very different ge-
ometries all manifolds exhibit great consistency. As expected, simple geometries (i.e.,
sphere and cube) show smaller correlation, in line with previous work [58] that noted
that simple geometries are perceived differently from more complex geometries. How-
ever, as this complexity increases, the manifolds become extremely consistent, even for
geometries with very different distributions of thickness and spatial frequency (e.g.,
Bunny vs Lucy).

6.4.4.4 Underlying Optical Parameters

Here we analyze the relationship between the underlying optical parameters and the
perceptual manifold. These parameters are retrieved from the continuous manifold fol-
lowing the procedure described in Section 6.4.3. Given the complex interplay of optical
parameters resulting in strong similarity relationships between albedo, extinction and
phase function [67, 255], we opt for analyzing the reduced coefficients (i.e., first-order
similarity relationships [235]). Figure 6.4 shows the distribution of the reduced extinc-
tion σ∗t and reduced single scattering albedo α∗ inside the manifold: As we can observe,
there is a trend that relates the reduced extinction and single scattering albedo with
the glass-like appearance (diagonal axis, from top-left to bottom-right), so that lower
σ∗t and α∗ increases the glass-like look, and higher values increase the diffuseness, as
expected. The brightness (horizontal axis of the manifold), on the other hand, is mostly
related with the single scattering albedo. While these trends seem consistent, further
exploration would be required to find a complete description of the high-level percep-
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α∗σ∗t (log scale)

Figure 6.4: Visualization of the reduced optical parameters in our continuous manifold, ob-
tained via inverse rendering. We show the reduced extinction coefficient σ∗t (left, log
scale) and reduced single scattering albedo α∗ (right, linear scale), computed using
first-order similarity. Please refer to the main text for an analysis of the observed
trends.

tual axes within the manifold, and their potential high-order relationships with the
underlying optical parameters.

6.5 an interface for editing translucent appearance

This section seeks to assess whether our perceptually meaningful space can indeed
be effectively used to edit translucent appearance. To do that, we build a prototype
editing interface that leverages our manifold, and compare it to a standard editing
method (based on tuning sliders for each of the optical parameters) in a user study
comprising two editing tasks on a diverse set of materials and geometries.

6.5.1 Interface Overview

We build a prototype material editing interface that leverages our proposed translu-
cency manifold. Our interface is integrated into the widespread, open-source modeling
software Blender [14]. The main goal of the manifold is to enable users to rapidly ob-
tain a reasonable approximation to the desired final appearance. This approximation
can be very hard to reach through individual tuning of four (or more) optical param-
eters that interact in complex ways. At the same time, it has been shown that sliders
perform better than image navigation for precise adjustments in matching tasks [118].

Taking all of this into account, we propose a hybrid interface that combines image
navigation through a zoomable version of our manifold, and subsequent fine-tuning
of the optical parameters using a slider-based interface. Image navigation facilitates an
initial good approximation to the desired appearance (which is hard to obtain with
sliders alone), and fine-tuning through sliders enables refining this approximation to
obtain an optimal match.

Our interface can be seen in Figure 6.5. It has three different areas: one shows
the preview rendering of the object whose appearance is being edited, as in most
editing interfaces (we use the Cycles built-in progressive renderer for display); another
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Figure 6.5: Screenshot of our proposed editing interface, as displayed in our user studies, while
in image navigation mode. There are three distinct areas. Left: Manifold navigation
area (orange box), which can be zoomed and panned, and includes a preview of the
selected appearance at each instant (pink). Top right: Target image area, showing the
target image (purple); this area is included for the purpose of our user studies, but
can be hidden for normal interface usage. Bottom right: Preview area, showing the
object being edited, rendered interactively as its appearance is changed (green).

shows the manifold (or a part of it, depending on the selected scale), together with an
inset that shows a large version of the selected manifold sample; and a third area is
devoted to showing the target image that will be used in the user studies. The third
area is thus optional, and could be hidden resulting in a split screen-type interface.
The arrow keys allow the user to traverse the manifold, whose scale can be changed
to show a coarser or finer view of it. Finally, our interface allows to toggle between
the three lighting conditions used to build the manifold, i.e., displaying the manifold
with the front, side or back lighting condition (please refer to the supplementary video
in our webpage https://graphics.unizar.es/projects/translucent_manifold/, for
a demonstration of the interface).

6.5.2 User Study

We conduct a user study to validate the use of our manifold in an editing application
scenario. Participants in the study perform editing tasks on a variety of translucent
materials. Each editing task involves a target image and a match image, whose material
appearance will be edited by the participants to match that of the target appearance.
They conduct each task with two different interfaces: ours (described in Section 6.5.1),
and a standard slider-based interface, in which the four optical parameters (α, σt, g and
ρ) are exposed by means of sliders that the participants can tune to edit the material’s
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appearance. The slider-based interface follows the same layout as ours (Figure 6.5),
with the four sliders occupying the area reserved for the manifold in our interface.

tasks The study features two types of tasks. The first type is a matching task, in
which sixteen participants are asked to match the material of an object under fixed
lighting to a target image of the same object and lighting. This provides a constrained
task that facilitates quantitatively measuring users’ performance [118]. In the second
type, the natural task, ten participants are asked to match the material of an object under
fixed lighting to a target image of a different object and under a different lighting. This
is designed to mimic a look-dev use case scenario, in which the user aims to match a
certain appearance (e.g., from a photograph or any Internet image) on a new geometry
and lighting.

procedure For each interface and task, participants need to conduct a series of
trials, one per target image that needs to be matched. We test four different materials
per task; further, in the matching task, we test two different lighting conditions. This
results in a total of eight target images in the matching task and four in the natural
task, which need to be matched with each interface. We divide each experiment into
two blocks, one per interface; the order of the blocks is randomized for each partici-
pant. Each block consists of four trials (i.e., matching four target images), one for each
of the four target materials. Lighting conditions are pseudo-randomized so that each
participant sees two trials with each lighting condition.

Participants start the experiment conducting a short demographics questionnaire,
and then proceed to a training session. In the training session, they were asked to
use the two interfaces to match the appearance of a glass-like material applied on
the Stanford Bunny. Then, they perform one block, followed by a 5-minutes break,
and later the second block. After each trial, participants answer a question regarding
their level of satisfaction with the result, on a 1 to 7 Likert scale. In addition to that,
we log time to completion, optical parameters of the final result, and toggling between
lighting conditions events. There is no time limit to complete the tasks, and participants
underwent a short questionnaire and debriefing session at the end of the study.

participants Sixteen subjects participated in the matching task (four female, twelve
male, none identifying themselves as non-binary, not listed, or preferring not to say).
The average age was 24.8 years, with a standard deviation of 3.58 years. For the nat-
ural task, we recruited ten participants (four female, and six male, none identifying
themselves as non-binary, not listed, or preferring not to say) among the sixteen initial
subjects; in this way, participants were already familiar with both interfaces.
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6.5 an interface for editing translucent appearance

Figure 6.6: Target images used in the matching task of the user study. We use the Armadillo statue
with four different materials (columns), and each of these materials is rendered un-
der two different light conditions: back (top row) and side (bottom row) lighting. Ma-
terials are selected such that they cover different regions of the manifold.

6.5.2.1 Matching Task

stimuli We use the Armadillo statue for both the target image and match scene for
this task. With this choice, we not only test the interface but also its ability to generalize
to other geometries, since the manifold features the Lucy statue. We choose two lighting
conditions: the side and back conditions described in Section 6.3.2.1, since they convey
translucent appearance better than the front one. Stimuli are rendered with four target
materials, selected to span a range of translucent appearance. Figure 6.6 shows the
eight target images for the matching task (4 materials × 2 lighting conditions).

measured variables Since it is a matching task, we can compute the perceptual
error (cubic root metric) between the target and the result obtained by each participant.
We also analyze the time to completion of each trial, as well as the level of satisfaction
provided by participants at the end of the trial (value in a 1 to 7 Likert scale).

results We use repeated measures ANOVA to test whether the interface used (two
levels, slider-based vs. ours) had a significant effect on the perceptual error or the time
to completion. We use Bonferroni correction, and set the threshold for significance at
α = 0.05. In the case of the satisfaction level, which is a rating on a 1 to 7 Likert scale, we
use the non-parametric Wilcoxon signed-rank test to evaluate statistical significance.

Figure 6.7 shows all three measured variables for both interfaces tested. We can
see that the results obtained are better in the case of our proposed interface than for
the slider-based one, as shown by both the error and the level of satisfaction. Sat-
isfaction (Figure 6.7, right) is not only significantly higher with our interface (Z =

204.00, p− value < 0.0001) but also has a lower standard deviation, while the error
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6.5 an interface for editing translucent appearance

Figure 6.7: Comparison between interfaces for the matching task of the user study. We show,
for each interface, the average time per trial (left), the error in image space computed
using the cubic root metric (center), and the reported level of satisfaction with the
result (right). Users are able to obtain better results, as shown by the increased
satisfaction level and decreased error, using similar time than with the slider-based
interface.

with respect to the target (Figure 6.7, center) is significantly lower for our interface
(F(1, 15) = 12.28, p− value = 0.003). While the average editing time is longer with our
interface, differences between both interfaces in terms of time to completion are not
statistically significant; despite this, participants are more satisfied with our interface,
possibly owing to the increased quality of the results.

We show qualitative results obtained by the participants in our study in Figure 6.8.
For three different target images, we show the final appearance obtained by two par-
ticipants, with both the slider-based and our interface. Within the complexity of the
task, our interface enables more closely matching the target, while in the case of the
slider-based interface, participants can really struggle to reach even a fairly similar ap-
pearance. Interestingly, when using our interface, in 42% of the trials participants did
not fine-tune their results, and kept the result obtained through image navigation of
the manifold. However, in a number of cases the fine-tuning step can play a significant
role, as shown in the example in Figure 6.9.

Overall, our study indicates that, while sliders can be successfully tuned for fine
edits (as shown in Figure 6.9), navigating the full space of translucent appearance with
sliders is a daunting task for users. Meanwhile, image navigation provides a usable
alternative, either to reach a good match, or to provide a good initial approximation in
more challenging cases.

6.5.2.2 Natural Task

stimuli The target images feature the XYZ RGB Dragon lit by an environment map,
and are shown in Figure 6.10. The match scene is the same as the one in the previous
task (see Section 6.5.2.1), therefore participants can select between three conditions for
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6.5 an interface for editing translucent appearance

Figure 6.8: Qualitative results obtained in the matching task with the interfaces tested. For two
target images, we show the results obtained with each interface (slider-based and
ours) by two different participants.

Figure 6.9: Fine-tuning with our interface. Given a target image (left), we show the final image
selected in the manifold during image navigation (center left) and the match scene
rendered with the corresponding optical parameters (center right). Its appearance
can then be fine-tuned via sliders to reach a final result (right) closer to the target.
Please refer to the text for more details.
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6.5 an interface for editing translucent appearance

Figure 6.10: Target images used in the natural task of the user study. We employ the XYZ
RGB Dragon geometry with four different materials, rendered with an environment
map.

Figure 6.11: Comparison between interfaces for the natural task of the user study. We show, for
each interface, the average time per trial (left), and the reported level of satisfaction
with the result (right).

lighting the scene (side, back, and front). Again, target images are rendered with four
materials covering a wide range of appearance.

measured variables In this case, in the absence of an objective measure of error
(since the target and match images have different geometry and illumination), our
measured variables are the time to completion of each trial, and the level of satisfaction
provided by participants at the end of the trial.

results We perform the same analyses as in the previous task for the two mea-
sured variables, time and level of satisfaction. Figure 6.11 shows these measures for
both interfaces tested. While participants spent on average less time editing with
our interface than with the slider-based one, this difference was not statistically sig-
nificant. However, our interface yields a higher level of satisfaction with the result
(Z = 107.5,p− value = 0.01). Both measures (especially level of satisfaction) exhibit
less variance in the case of our interface. We also observe a drop in the time to com-
plete each trial with respect to that of the matching task, with only a slight decrease in
the level of satisfaction. Feedback during the debriefing sessions suggests that partici-
pants attempted to approximate the appearance, rather than exactly matching it. Sample
qualitative results can be seen in Figure 6.12.
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Figure 6.12: Qualitative results obtained in the natural task with the interfaces tested. In this
task, participants had to mimic the appearance of a target image on a match scene
that featured a different geometry and a different illumination. Despite the diffi-
culty of the task, our interface led to significantly higher levels of satisfaction. The
times to complete the task with our interface were 90s (top) and 218s (bottom), while
for the slider-based interface were 325s and 265s, respectively.

6.6 discussion

We propose a novel way of exploring and editing translucent materials, via a con-
tinuous perceptually-motivated manifold of translucent appearance. To validate the
benefits of this approach we have built an interface that leverages our manifold in
an image navigation paradigm, followed by a fine-tuning step. An evaluation of its
applicability is done by means of a user study, in which we compare our proposed
interface to a standard, slider-based one, in two editing tasks and for varied materials
and geometries. Our interface enables non-expert users to reach a better result (based
on both objective and subjective measures) with differences between both interfaces
being statistically significant.

In particular, participants report higher levels of satisfaction, rating our interface
as more intuitive and less frustrating than the traditional slider-based approach. Fur-
thermore, for matching tasks, our navigation (plus slider-based fine-tuning) allowed a
closer match to the reference, as well as a faster workflow for general look-dev tasks.
In terms of workflow, the usual trend was to find a rough estimate of the appearance
through navigation, and then locally explore this estimate, first using navigation, and
then (sometimes) by fine-tuning using sliders. This is in line with the “block and refine”
strategy found by Kerr and Pellacini [118]. At the same time, our results somewhat con-
tradict the findings of Kerr and Pellacini, where a navigation-like paradigm was rated
as the least effective, in that case for opaque reflectance modeling. This might be ex-
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6.6 discussion

plained by the discrete nature of their image-based navigation through the reflectance
parameters, as opposed to the continuous navigation on a perceptually-motivated man-
ifold in our case, as well as by the fact that we focus on a different type of material.

The image-based navigation of our manifold requires computing the optical pa-
rameters via inverse rendering, which can lead to differences between the image in the
manifold and the actual result. In most cases this was not noticeable, likely because
translucency constancy is not good enough to perceive these small differences across
different lighting or geometry. The Appendix B material compiles detailed participants’
results illustrating this point.

The perception of translucency depends on geometry and lighting, and thus strictly
speaking our analysis is only valid for the geometry and lighting considered. We ad-
dress this by (i) including three lighting directions (commonly used in translucency
perception); (ii) selecting a geometry with thin and thick parts, fine details and sharp
edges; and (iii) studying generalization to other geometries, including both complex
and simpler ones (Section 6.4.4.3). We choose directional lighting because it better re-
veals the translucent nature of the material, and our natural task shows that users can
leverage this manifold to edit complex geometries lit under an environment map. An
analysis of the effect of other lighting conditions, including, e.g., more diffuse ones or
other factors, could be done following the methodology laid out in this work.

limitations The main limitation of image navigation leveraging our manifold,
also pointed out by users, is its limited ability for very fine adjustments. This is par-
ticularly relevant for the matching task. This motivates the addition of a slider-based
fine-tuning step complementing the image-based navigation, but it could potentially
be addressed by a fully continuous navigation interface.

In terms of appearances, we have explored homogeneous, achromatic materials,
and we have also limited our study to classical exponential media, to keep the problem
tractable. The effect of colored albedo deserves further exploration, and the additional
degrees of freedom of non-exponential transmittance [12, 108] have been proven useful
in look-dev tasks in production [234], at the cost of further increasing the complexity
of editing. Having shown here the benefits that a perceptually-motivated manifold
can have for editing translucent appearance, we hope these additional aspects will be
explored in future work.
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7
C O N C L U S I O N S

In this thesis, we have presented several contributions to the study of volumetric mate-
rials. As the appearance of a material depends both on by the interaction between light
transport and the human visual system, we explored both in the context of volumetric
materials. While each chapter – each contribution presented – has already dwelled on
the conclusions and future work on that particular topic, here we do a final summary
and outline some of the key challenges that lie ahead in each area.

7.1 reflectance models

In the first part of this thesis, we focus on light transport in volumetric materials and
discuss novel reflectance models, specifically for cosmetics foundations and penna-
ceous feathers. In Chapter 3 we model foundation cosmetics as a volumetric material
composed of two types of particles: diffusers and platelets. In Chapter 4 we model
the coherent back-reflection of medullas as a diffuse material and provide a masking
term for the self-occlusion caused by barbs and barbules. In both chapters, the key
insights stem from understanding the internal structure of the studied material. This
highlights the necessity and importance of fundamental research aimed at better under-
standing the optical mechanisms that cause certain macro-appearances. Gaining more
knowledge about the internal micro- and meso-structures of materials will enhance
our capability to better define the problem of macro-appearance, in a first-principled
manner.

In this thesis we have used physically-based models; however, other approaches
can be leveraged to solve the problem of reproducing the appearance of a material.
For instance, data-driven models are becoming increasingly popular. Physically-based
models, while not always achieving a perfect match with ground-truth data, exhibit
good generalization capabilities for unexpected scenarios. In contrast, fully data-driven
models excel at mimicking ground-truth data but often struggle when confronted with
novel situations. Physically-based models typically require less data for testing but
depend on acquiring highly specific information, such as details about the internal
structure of the material. In contrast, data-driven models demand larger amounts of
data, though the type of data, such as reflected radiance, are often easier to obtain.

A potential advancement for both approaches lies in leveraging repeated measure-
ments of the same sample and a more ample analysis of both captured and simulated
data. On one side, it is important to quantify and report the error incurred by measure-
ment tools, which require multiple measurements of the same sample. On the other,
having multiple measurements over the same sample would allow for a statical in-
terpretation between ground-truth data and the error caused by the model (whether
physically-based or data-driven). In this case, using a statistical approach, in which the
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capabilities of the model are not compared over a single function (i.e., a possible real-
ization of a statistical distribution), but over a distribution of functions, might be a more
general and robust way to compare real data with synthetic data. Such type of analysis
can have applications, e.g., when considering dust-based cosmetics, or, more generally,
aggregates of complex materials (e.g., textiles or hairs), in which two different samples
might yield two drastically different reflectance behaviors.

7.2 perception and editing of translucent materials

In the second part of the thesis, we focus on a subset of volumetric materials, specifi-
cally, translucent materials, and study their perception and editing. Chapter 5 investi-
gates the perception of translucent materials under dynamic lighting conditions. While
previous work focused on the perception of translucent materials with static stimuli,
we look at how perception is affected when using dynamic stimuli. While we find that
dynamic lighting does not generate a significative improvement in density estimation,
it might be worth studying what lighting conditions, or shapes, do help with mate-
rial constancy, similar to the work of Havran et al. [84] for gloss, whose findings were
later confirmed by subsequent research demonstrating improved user performance in
material constancy [26, 124, 185].

In Chapter 6 we investigate novel editing spaces working in image space, rather
than in optical parameter space. We build a manifold of translucent appearance using
a distance metric that correlates well with human perception, as we evaluate it through
a user study. This manifold, which is two-dimensional, enables a more intuitive nav-
igation of the appearance space than working in optical parameter space. We then
develop a hybrid user interface that leverages such manifold and proves its efficiency
in two editing tasks, finding objective and subjective improvements over a standard,
slider-based interface.

While in this work we have worked in image space, rather than in the optical pa-
rameter space, allowing users to visually explore the different nuances of translucency,
other editing paradigms should investigated. With the advances of large language mod-
els, it is becoming increasingly common to use natural language as a possible input
to solve the cumbersome editing task. Using natural language allows for very intu-
itive editing, through text-based descriptions of what the users desire. However, it is
important to consider that natural language alone is not sufficient to describe all the
subtleties of reality. For instance, we can utilize non-verbal languages, such as visual
language, as an alternative medium of conveying meaning, particularly in the context
of visual editing faced in this thesis.

As an example, consider colors: While many words can be used to describe dif-
ferent hue colors, they are not sufficient to clearly define all the color nuances, which
are best expressed using visual language. To overcome this issue recent work aimed
to solve this issue by allowing input of both visual and natural language [20, 73]. In
the context of this thesis, we believe that similar concepts can be applied to translucent,
and in more in general, to volumetric materials. This becomes clear when we ponder on
the possible meaning of expressions such as “more translucent” or “less translucent”.
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If we consider translucency as a property of a material that lies between “transparency”
and “opaqueness” it becomes hard to define what “more translucent” might mean: Do
we refer to an object that has more internal scattering? But if this is true then the phras-
ing “more translucent” would refer to an object that is opaque rather than translucent,
thus leading to personal interpretation of the meaning of such expressions. Still, it is
common to describe translucent materials through analogies, using expressions such
as “marble-like” or “milk-like” to convey specific visual characteristics. In future work,
it would be interesting to integrate both visual and natural language. Such a system
would allow users to visually explore all the ranges of “marble-like” materials, while
retaining the ability of editing, using the visual language, the proposed materials.

personal conclusions

On the technical side, I am really glad that I had the opportunity to work on topics in-
volving human perception, coming from a background in computer graphics, this has
been a refreshing and interesting field to discover. On a personal note, I am happy that
this thesis allowed me to mature skills that extend beyond research and can be applied
to various aspects of work. First and foremost is how to give and build effective pre-
sentations: whether it is teaching a class, presenting your results to your supervisors,
or showing a project to your peers, I believe that presenting and explaining your point
of view to an audience is an important skill in this world. I always found presenting
one of the most fun and thrilling aspects of my work as a researcher. Incidental to this,
I have also learned the value of paying attention to detail. From ensuring consistency
in capitalization to the careful use of one word instead of another, everything matters
and conveys a message. This lesson has fundamentally impacted the way I approach
documents, papers, and books. For these lessons, and many others that I do not have
the time to recall, I am really glad that I undertook this journey. This thesis has not
been exactly a stroll in the park, but rather a quite tortuous hike, but I guess this is
what makes a hike more memorable than a Sunday stroll in the park. I had fun and
the years spent at the Graphics Imaging Lab in Zaragoza will always be remembered
in a bright light.
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A
O N T H E I N F L U E N C E O F D Y N A M I C I L L U M I N AT I O N I N T H E
P E R C E P T I O N O F T R A N S L U C E N C Y - A D D I T I O N A L D E TA I L S

We provide here additional details on the definition of the phase function used and
extra statistical analysis.

a.1 von mishes-fisher phase function

We use the phase function proposed by Gkioulekas and colleagues [67] to model
anisotropic scattering. It is based on the von Mises-Fisher (vMF) distribution, defined
as

fvMF(µ;k) =
k

kπ sinhk
ekµ. (A.1)

Each lobe of the phase function is governed by a single parameter k ∈ [−100, 100],
which controls the spread (anisotropy) of the scattering. Table A.1 compiles the values
used to render our stimuli.

k1 k2 w

fp,1 100 -0.95 0.6

fp,2 100 -75 0.9

Table A.1: Parameters for fp,1and fp,2, the phase functions defined as a mixture of two von
Mishes-Fisher distributions (Eq. (5.1)).

a.2 additional analysis results

We report here the full results of the repeated-measures ANOVA. Table A.2 reports the
results for the case of the error (σt,est − σt,real), and Table A.3 for time spent per trial.
Please refer to the main text for further details.
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Factor F-Statistic DF p-value

light direction 47.3906 (2,22) 0.0000

light motion 3.1918 (1,11) 0.1016

phase function 17.1836 (2,22) 0.0000

direction*motion 0.9743 (2,22) 0.3932

direction*phase function 8.5727 (4,44) 0.0000

motion*phase function 11.1971 (2,22) 0.0004

direction*motion*phase function 1.0834 (4,44) 0.3763

Table A.2: Results of the repeated-measures ANOVA for the error in the estimated density.

Factor F-Statistic DF p-value

light direction 9.0612 (2,22) 0.0013

light motion 0.0000 (1,11) 0.9976

phase function 2.2318 (2,22) 0.1311

direction*motion 0.3799 (2,22) 0.6883

direction*phase function 1.2806 (4,44) 0.2921

motion*phase function 0.9068 (2,22) 0.4184

direction*motion*phase function 0.7840 (4,44) 0.5418

Table A.3: Results of the repeated-measures ANOVA for the time spent per trial.



B
N AV I G AT I N G T H E M A N I F O L D O F T R A N S L U C E N T
A P P E A R A N C E - A D D I T I O N A L D E TA I L S A N D R E S U LT S

In this chapter, we provide additional details and information on the following topics

• Section B.1 Additional details on the perceptual study of distance metrics for
translucent appearance

• Section B.2 Details on stimuli generation

• Section B.3 Additional results of the matching task

• Section B.4 Additional results of the natural task

b.1 user study

b.1.1 Metrics Definition

In the following, we provide a small introduction to the various metrics evaluated
during the perceptual study for an image-based metric.

cubic root metric One of the most thorough studies of translucent appearance,
by Gkioulekas et al. [67], tested different simple image-based metrics over a variety
of geometries and material properties (a total of 6,777 rendered images), and showed
that the so-called cubic root metric performed best in terms of consistency between
geometries, and correlated well with human perception. The cubic root metric was
introduced by Ngan et al. [165] in the context of opaque BRDFs, and is defined as

d(ii, ij) =

√

√

√

√

N
∑

k=1

(

3
√

ik − 3
√

jk

)2

, (B.1)

where ik, jk are pixels k of images ii and ij respectively, in linear color space, with N
is the total number of pixels.

anisoshading metric In our analysis, we also include a recently developed
model for translucent materials [122]. The key idea behind this model is that translu-
cency perception is influenced by the incongruence in 3D shape information provided
by specular and non-specular shading patterns. Through psychophysical studies, they
show how the difference in the anisotropy of the shading between specular and diffuse
image components can be a plausible predictor of perceived translucency.
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B.1 user study

image quality metrics In addition to these two, we also include in our anal-
ysis the well-known MS-SSIM, widely used for image comparison, and the recent
FovVideoVDP metric [145]. While FovVideoVDP is designed as a video metric, with
emphasis on the temporal and peripheral aspects of vision, benchmarking results show
that it is among the best performing also on conventional SDR and HDR images. We
choose these two metrics because, in the recent Unified Photometric Image Quality
(UPIQ) dataset [158], their predictions yield the highest (FovVideoVDP) and second
highest (MS-SSIM) Spearman rank order correlation with human judgements [145]. Fi-
nally, we also include the deep learning-based LPIPS metrics [253] in our work, as one
of the most used metrics in perception studies.

b.1.2 Perceptual Study

To increase the robustness of the subjective judgments gathered, we resort to a two-
alternative forced choice (2AFC) experimental paradigm [67, 123, 233]. In each exper-
imental trial, the participant is shown a triplet of images: one reference and two candi-
dates. The participant is then asked to select the candidate stimulus that is more similar
to the reference. Figure B.1 shows the graphic user interface used by participants in our
perceptual study. In Figure B.2 we show a subset of the stimuli used in our user study,
differently from previous work [67] we focus on a different set of appearances encom-
passing crystal-like, matte, and dark lustrous appearances.

Our stimuli, comprising sixteen sets of material properties, yield 1,680 possible
triplets for each light condition. We show a subset of the stimuli used in Fig B.2. Since
we have three light conditions, a total of 5,040 triplets need to be evaluated (all three
images in a triplet feature the same lighting). In the interest of robustness of the sub-
jective data, we seek that each triplet be answered by at least five different participants,
leading to 25,200 trials. We resort to crowdsourcing (through the Amazon Mechanical
Turk platform) to gather the perceptual data, which has been shown to be effective in
similar studies [85, 110, 123, 128, 185], and include a training stage before the experi-
ment, as well as control triplets to discard unreliable participants.

Amazon Mechanical Turk defines a single trial as a HIT (Human Intelligent Task),
in our user study, each HIT is composed of 100 triplets, along which we also add ten
control triplets. The purpose of a control triplet is to check whether a participant can
be trusted or not by posing a triplet with a clear answer, in this case, the reference
stimulus is used also as one of the two candidates. Following pilot studies, in which
the control triplets were always passed easily, we settled to discard all the data from
an HIT if more than two control triplets are failed. For each successful HIT, we pay a
single participant 1.88 euros, since we estimated the completion time of a single HIT
to be around fifteen minutes, following the minimum wage of 7.5 euro per hour.
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B.2 manifold - additional results

Figure B.1: User interface used for the perceptual study analyzing the perceptual distance be-
tween translucent materials. Participants have to select the image that most closely
resembles the Reference stimulus (in the middle). Once participants select and con-
firm their choice, they can pass to the next triplet.

b.2 manifold - additional results

In this section, we showcase additional results when we generate the manifold. Figures
B.3 and B.4 show the same manifold presented in the main paper with a side or a front
lit illumination.
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B.3 matching task : users’ results

Figure B.2: We show a subset of the various appearances covered in our user study. Each col-
umn shows the same material lit under different light conditions: back (first row),
side (second row), and front (third row). The triplet showed in the user interface
uses different materials with the same light conditions.

Figure B.3: Manifold obtained using side-lit stimuli

b.3 matching task : users’ results

In this section, we report the results of our user study. Each table covers all the results
a single user obtained throughout the experiment. For each table, we report the Refer-
ence target (Ref) the appearance selected during the navigation phase (Ours - Selected)
and the renderings obtained using the inverse rendering parameters (Ours - IR). We
then show the result of the fine-tuning phase (Ours-Tune). This step was optional and
therefore not all users desired to fine-tune their results, for these cases, we report the
rendered image obtained using the optical parameters using inverse rendering. The
last column shows results using the traditional slider interface (Slider). It is possible
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B.3 matching task : users’ results

Figure B.4: Manifold obtained using front-lit stimuli

to see some inconsistencies between Ours-Sel and Ours-Manif, these inconsistencies
happen due to the inverse rendering step that is not always capable of finding the op-
tical parameters that can reproduce a similar appearance to the one previewed in the
second column.

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.5: Results for the Matching Task for User 1
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Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.6: Results for the Matching Task for User 2

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.7: Results for the Matching Task for User 3

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.8: Results for the Matching Task for User 4



Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.9: Results for the Matching Task for User 5

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.10: Results for the Matching Task for User 6

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.11: Results for the Matching Task for User 7



Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.12: Results for the Matching Task for User 8

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.13: Results for the Matching Task for User 9

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.14: Results for the Matching Task for User 10



Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.15: Results for the Matching Task for User 11

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.16: Results for the Matching Task for User 12

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.17: Results for the Matching Task for User 13



Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.18: Results for the Matching Task for User 14

Ref Ours-Sel Ours-Manif Ours-Tune Slider

Figure B.19: Results for the Matching Task for User 15

b.4 natural task : users’ results

In this section, we report the results of our user study. Each table covers all the re-
sults a single user obtained throughout the experiment. For each table, we report the
Reference target (Ref) inverse rendering parameters obtained by navigating the man-
ifold (Ours - Manif). We then show the result of the fine-tuning phase (Ours-Tune).
This step was optional and therefore not all users desired to fine-tune their results,
for these cases, we report the rendered image obtained using the optical parameters
using inverse rendering. The last column shows results using the traditional slider in-
terface (Slider). The task was very challenging, especially for novice users, and in many
instances, the results of using the two interfaces are equally distant from the reference.



B.4 natural task : users’ results

Ref Ours-Manif Ours-Tune Slider

Figure B.20: Results for the Natural Task for User 1

Ref Ours-Manif Ours-Tune Slider

Figure B.21: Results for the Natural Task for User 2

Ref Ours-Manif Ours-Tune Slider

Figure B.22: Results for the Natural Task for User 3
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B.4 natural task : users’ results

Ref Ours-Manif Ours-Tune Slider

Figure B.23: Results for the Natural Task for User 4

Ref Ours-Manif Ours-Tune Slider

Figure B.24: Results for the Natural Task for User 5

Ref Ours-Manif Ours-Tune Slider

Figure B.25: Results for the Natural Task for User 6
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B.4 natural task : users’ results

Ref Ours-Manif Ours-Tune Slider

Figure B.26: Results for the Natural Task for User 7

Ref Ours-Manif Ours-Tune Slider

Figure B.27: Results for the Natural Task for User 8

Ref Ours-Manif Ours-Tune Slider

Figure B.28: Results for the Natural Task for User 9
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Ref Ours-Manif Ours-Tune Slider

Figure B.29: Results for the Natural Task for User 10



C
P R A C T I C A L A P P E A R A N C E M O D E L F O R F O U N D AT I O N
C O S M E T I C S - A D D I T I O N A L D E TA I L S

c.1 optimized parameters and rendering time

In the following, we report the optimized parameters (see Table C.1) for the four foun-
dation samples measured and renderings time for some of the figures in Table C.2.
Notice how our cosmetic layer only introduces a small overhead in terms of render-
ing time despite our work being more focused on rendering accuracy than computa-
tional performance and we do not perform any sophisticated performance optimiza-
tion strategies.

Parameter Dewy 1 Dewy 2 Matte 1 Matte 2

αp 0.13 0.002 0.15 0.49

θp 1.47◦ 5.5◦ 2.01◦ 52.2◦

αp (0.75,0.85,0.99) (0.8,0.8,0.8) (0.91, 0.89,0.85) (0.93,0.83,0.71)

cd 0.90 0.99 0.89 0.29

αd (0.99,0.98,0.95) (0.97,0.93,0.87) (0.95,0.94,0.91) (0.9,0.9,0.84)

g1 0.55 0.77 0.37 0.24

g2 0.09 -0.23 -0.25 -0.22

wg 1.0 0.79 0.62 0.51

t 16 16 16 16

Table C.1: Optimized parameters fit from our measured reflectance data using our cosmetic
appearance model for several cosmetic products.

Figure Resolution SPP Time Thickness

7 (First row - Matte 1) 1223× 1269 128 11.4 min 0.5

7 (First row - Matte 2) 1223× 1269 128 11.0 min 0.5

7 (First row - Reference) 1223× 1269 128 9.25 min 0.5

7 (First row - Dewy 1) 1223× 1269 128 9.95 min 0.5

7 (First row - Dewy 2) 1223× 1269 128 10.95 min 0.5

7 (Second row - Matte 1) 1332× 1187 512 25.3 min 0.35

7 (Second row - Matte 2) 1332× 1187 512 24.8 min 0.35

7 (Second row - Reference) 1332× 1187 512 24.8 min 0.35

7 (Second row - Dewy 1) 1332× 1187 512 24.2 min 0.35

7 (Second row - Dewy 2) 1332× 1187 512 25.3 min 0.35

11 (First row - no foundation) 1332× 1187 512 25.3 min 0.0

11 (First row - one layer) 1332× 1187 512 25.3 min 0.25

11 (First row - two layers) 1332× 1187 512 25.3 min 1.25

Table C.2: Rendering times for the the figures in the paper.
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D
A S U R FA C E - B A S E D A P P E A R A N C E M O D E L F O R P E N N A C E O U S
F E AT H E R S - A D D I T I O N A L D E TA I L S A N D R E S U LT S

d.1 ellipse equations

In this Section, we explore the different geometrical representations of the ellipse, as
well as the properties and derivations of those representations that our work uses for
ray intersections, tangent point detection and projected area integrals.

An ellipse is characterized by its center c = cx, cy and its two axes ax and ay.

Its implicit equation for a two-dimensional point p = px,py is:

(px − cx)
2

a2x
+

(py − cy)
2

a2y
− 1 = 0 . (D.1)

We can obtain the normal n = nx,ny for each point from the gradient of the left
part of the Eq. D.1, which yields:

n =

(

nx

ny

)

=





2px−cx

a2
x

2
py−cy

a2
y



 (D.2)

which should be normalized afterwards.

The parametric equation of this same ellipse is based on an angular parameter
θ ∈ [−π,π):

p =

(

px

py

)

=

(

cx + ax cos θ

cy + ay sin θ

)

(D.3)

We can also obtain an expression for the normal direction according to this para-
metric version as described in Eq. D.3 by calculating the direction perpendicular to the
tangent (derivative), as:

n =

(

nx

ny

)

=

(

−ay cos θ

−ax sin θ

)

(D.4)

which should be normalized afterwards.

We can also invert Equation D.3 in order to obtain the parameter θ from a point in
the ellipse p as:

θ = atan2

(

py − cy

ay
,
px − cx

ax

)

(D.5)
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D.1 ellipse equations

Another operation on ellipses we will need to do (for casing shadows / masking) is
to find the points in the ellipse for which the tangent is a specific direction d = dx,dy,
which is equivalent to saying that the normal n is perpendicular to d, which combined
from Equation (D.4) yields:

n · d = 0

−ay cos θtdx − ax sin θtdy = 0

aydx + ax tan θtdy = 0

tan θt =
−aydx

axdy

θt = tan−1 −aydx

axdy
+ kπ k ∈ Z (D.6)

For the purpose of casting, the only solutions that we need for θt in Equation (D.6)
are for k ∈ {0, 1} because other solutions generate the same set of points from the
parametric ellipse, as described in Eq. D.3. Those two casting points are:

p0 =





cx + ax cos
(

tan−1 −aydx

axdy

)

cy + ay sin
(

tan−1 −aydx

axdy

)





p1 =





cx + ax cos
(

tan−1 −aydx

axdy
+ π
)

cy + ay sin
(

tan−1 −aydx

axdy
+ π
)



 (D.7)

Also, it is common for fiber-based microgeometry modeling to use a projected
diameter according to a casting direction d, a rectilinear segment parametrized by
h ∈ (−1, 1) that generates ray origin points o:

o(h) = p0

h− 1

2
+ p1

h+ 1

2
− ld (D.8)

where l is a distance large enough so that the segment does not intersect with the
ellipse. In our case we use l = 10max(ax,ay)/|d|. For the inverse operation (finding
the parameter h of the projection of a given point in the ellipse) we trace a ray from
the point towards direction −d and estimate the parameter h within the segment by
inverting Equation (D.8).

In order to calculate the intersection with a 2d ray we need to start from the
implicit equation as described in Equation (D.1) and define a system of equations with
the equation of the 2d ray with origin o and direction d: p = o + td. By substituting
the point in the implicit equation with the equation of the ray we get:

(ox + tdx − cx)
2

a2x
+

(oy + tdy − cy)
2

a2y
− 1 = 0

t2d2x+2tdx(ox−cx)+(ox−cx)
2

a2x
+

t2d2y+2tdy(oy−cy)+(oy−cy)2

a2y
−1 = 0

t2
(

d2x

a2x
+

d2y

a2y

)

+t

(

2dx(ox−cx)

a2x
+

2dy(oy−cy)

a2y

)

+

(

(ox−cx)
2

a2x
+

(oy−cy)2

a2y
−1

)

= 0 (D.9)
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D.2 masking

which is a second degree equation which obtains all the t parameters (if any) of
the intersections.

The last interesting operation to do with an ellipse is to calculate the integral of
the projected "area" from a direction d within a parameter range [θ0, θ1], which is
with respect to the unnormalized normal direction (which corresponds to the area
differential) in Equation (D.4):

∫θ1

θ0

n(θ) · ddθ =

∫θ1

θ0

−dxay cos θ− dyax sin θdθ

= dxay(sin θ0 − sin θ1) + dyax(cos θ1 − cos θ0) (D.10)

d.2 masking

In this supplemental Section we describe the mathematical and algorithmic details of
our masking analytical expression at both levels (barbule and barb level), that were
left out from the main paper due to their level of detail. They are included here for
reproducibility purposes.

d.2.1 Barbule masking

25o 70o

pt1

pt0

pt1 (h+ = 1)

pt0 (h = −1)

pt1

pt0

pt1

pt0

⇒ h−

Figure D.1: Masking between two barbules at different view inclinations. Barbules (and their
projected area) are marked in green. The barbule separation is modeled as the
yellow segment. The traced rays are the black lines. We first trace a ray from the
tangent point pt1, generating two cases. If it intersects the other ellipse (70o case)
we need to intersect the ellipse’s diameter to identify pd and therefore h−. The
separation (transmittance) cannot be seen (w ′

bb = 1). If it does not intersect the
other ellipse (25o case) then we need to intersect the separation segment with two
different rays. We then calculate the local barbule weight w ′

bb from the projected
areas abb and as.
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D.2 masking

The barbule masking expression is computed twice, for both proximal and distal
barbules, at their respective local coordinate systems given by the transform matri-
ces Tbp and Tbd, respectively. We will name ω ′

o = {ω ′
ox,ω ′

oy} the two-dimensional
direction in the local coordinate space (the longitudinal dimension is ignored) after
transforming ωo. From this expression we will obtain the integration range limits for
each barbule BCSDF (h−bp(ωo) ,h+bp(ωo), h−bd(ωo) and h+bd(ωo)) and local barbule (w ′

bp
and w ′

bd, respectively) between 0 and 1, that are later used at the barb masking com-
ponent. The local transmittances (visibility through barbules) are 1−w ′

bp and 1−w ′
bd,

respectively.

We explicitly model two barbules as ellipses while the separation between them
is a segment (as represented in Figure D.1). The barbule model parameters are, for
reducing the number of parameters, the barbule axis ratio ebb and the relative barbule
separation δbb.

For identifying the visibility boundaries among the two barbules and the separa-
tion segment, we first cast a two-dimensional ray, following the local masking direction
ω‘

o. The origin point for such ray is the visibility boundary of the ellipse, that is, the
point in the ellipse that is tangent to ω ′

o. For an ellipse with center c = {cx, cy} and
axes ax and ay, there are two tangent points:

pt0 =

(

cx + ax cos(ψ)

cy + ay sin(ψ)

)

pt1 =

(

cx + ax cos(ψ+ π)

cy + ay sin(ψ+ π)

)

(D.11)

where ψ = tan−1
(

−ayω
′
ox

axω ′
oy

)

.

We choose which ellipse casts to the other one and which of the two points we use
as ray origin depending on the quadrant of ω‘

o. If this ray intersects the other ellipse
at point pbb, there is no transmittance through the barbules: w ′

bb = 1. The lower limit
of the integration range h− (h−bp(ωo) or h−bd(ωo)) require tracing a the same ray again
towards the segment between pt0 and pt1 that represents the diameter of the ellipse.
h− is the parameter of the parametric equation of this diameter at the intersection
point pd. The other integration range limit is h+ = 1. These geometrical elements can
be visualized on Figure D.1 (left).

If the ray does not intersect the other ellipse, then the barbule is fully visible
(h− = −1 and h+ = 1) and we intersect this ray and the separation segment between
both ellipses, obtaining an intersection point ps0. We also trace a new ray from the
other tangent point of the other ellipse towards the same separation segment and find
another intersection ps1. Then, the projected areas (abb for the barbule and as for the
separation segment) are:

as = ω ′
o · (ps1 − ps0)

⊥ abb = A (ψ,ψ+ π) (D.12)

where A (β0,β1) is the projected area of the barbule between two angles of its para-
metric form, calculated as:

A (β0,β1) = ω
′
oxay(sin(β0) − sin(β1)) +ω

′
oyax(cos(β1) − cos(β0)) (D.13)
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D.2 masking

25o 70o

pt1

pt0

pt1

pt0

pt1

pt0

pt1

pt0

pc pc

Figure D.2: Cross section of barbs, representing the masking between barbs at two different
view inclinations. Barbules (in red and green, respectivelly) are partially transmit-
tant , depending on the view direction at their particular local coordinates (see
Figure D.1), while barbs (in blue) are considered to be opaque. Depending on the
view direction, each element (barbs and barbules) totally or partially occludes the
rest. The limits of such oclussions are identifying by tracing 2D rays (marked in
black). By considering all the particular cases at each element (barb to barb oclus-
sion, barb to barbules, barbules to barb and barbules to barbules) we obtain the
rates of each element.

and the local barbule weight is then calculated as the relative projected area: w ′
bb =

abb/(abb + as). A diagram that represents this geometrical components is shown in
Figure D.1 (right).

Ellipse intersections, tangent points and projected areas are derived from the im-
plicit and parametric equations of the ellipse. Such derivations can be found on Section
D.1

d.2.2 Barb masking

The barb masking term is similar to the barbule term, albeit slightly more complex. We
model two barbs as ellipses, as well as two sets of barbules as segments, symmetric
with a specific inclination θbb (so we are actually considering the plane at which the
barbules lie, no matter their orientation). By doing so, we are assuming that barbules’
thickness is negligible compared to barbs thickness, which is often the case: they tend
to be one order of magnitude thinner than barbs [142]. As parameter models, and
similar to barbules, all distance parameters are relative with respect to the horizontal
size of barbs, including barb axis ratio eb and barbule length lbb and inclination θbb

(with respect to the horizontal plane). local barbule weights w ′
bp and w ′

bd from the
barbule masking expression. Barbule segments are aligned with the horizontal axis
of the plane, so we can obtain three significant points: the corner between barbule
segments (pc), the limit points of the proximal and distal barbules at the barb (pbp and
pbd, respectively).

Similar to the barbule masking term, we cast rays from one of the tangent points of
both ellipses, obtained as described by Equation (D.11), towards the contiguous ellipse
and both barbule segments. This gives the location of the boundary of the full occlusion
for barbs (pb→b) and barbules (pb→bp and pb→bd, respectively). We also cast a ray from
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D.2 masking

the corner pc to the next barb and next proximal barbule, obtaining the corresponding
intersection points pc→b and pc→bd, in order to identify the boundaries of partial
occlusion: as there is separation between barbules (as obtained by the barbule masking
expression) it is possible that there is some partial visibility through the barbules. All
these points are shown for diferent cases on Figure D.2.

Then we obtain projected areas of the barb (ab), proximal barbule (abp), distal
barbule (abd) and transmittance (at, that represents visibility through the vane). There
are multiple combinations of cases regarding partial or global oclussion, from one or
both barbules to the barb or to each other of the barbules, depending on whether each
of the three different rays intersect each of the microgeometrical components.

If the ray from the barb does not intersect the proximal barbule, then pb→bp does
not exists and it is fully occluded (abp = 0). Otherwise:

abp = w ′
bp max

(

0,
(

ωo · (pc − pb→bp)
⊥

))

(D.14)

where (pc − pb→bp)
⊥ represents the perpendicular (unnormalized) direction of the

visible part of the proximal barbule.

The distal barbule can be directly visible or visible through the proximal barbule
depending on their orientation with respect to the view directionωo, so it is calculated
as:

abd =







w ′
bd max

(

0,
(

ωo · (pbd − pb→bd)
⊥
))

if
(

ωo · (pbd − pc)
⊥
)

> 0

(1−w ′
bp)w

′
bd max

(

0,
(

ωo · (pc − pb→bd)
⊥
))

otherwise
(D.15)

where the max function helps identifying whether the distal barbule is fully occluded
by the barb (pb→bd is outside the segment that represents the distal barbule).

For the transmittance, if barbs occlude each other (pb→b exists) then at = 0. If not,
if the distal barbule is visible,

(

ωo · (pbd − pc)
⊥
)

> 0, then we trace a new ray for the
other tangent point of the other ellipse towards the distal barbule, obtaining pt. Then:

at = (1−w ′
bp)max

(

0,
(

ωo · (pc − pb→bp)
⊥

))

+ (1−w ′
bd)max

(

0,
(

ωo · (pt − pb→bd)
⊥

))

(D.16)

Otherwise, only the proximal barbule cotributes to transmittance, so this ray is
traced towards the distal barbule, obtaining pt. Then:

at = (1−w ′
bp)max

(

0,
(

ωo · (pt − pb→bp)
⊥

))

(D.17)

For the barbs, we obtain h− following the same procedure than with the barbules
(ignoring barbule occlusion). The projected area is obtained by sorting all relevant
points on the ellipse: pt0, pb→b, pbd, pc→b and pt1 according to their parametrical
angle (using the inverse of the parametric function). Depending on the ordering this
leads to up to three different parameter ranges (ignoring the part of the barb fully
occluded by the other barb below pb→b). The projected area of each of those ranges
is calculated using Equation (D.13), multiplied by a factor depending on the potential
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D.3 appearance exploration

partial occlusions, (1−w ′
bp or (1−w ′

bd), if the range is occluded by the proximal or
distal barbule, respectively, (1−w ′

bp)(1−w
′
bd) if occluded by both and 1 if unoccluded).

The contribution of all those ranges is added into ab.

The final weights for the BSDF (wb(ωo), wbp(ωo), wbd(ωo) and wt(ωo)) are ob-
tained by normalizing all the projected areas. For any particular weight i:

wi(ωo) =
ai

∑

j aj
(D.18)

There is a particular corner case that rarely happens, that has been omitted for
the sake of simplicity and efficiency. When viewed at grazing angles, barbules could
partially occlude not only the barb but the next barbules (one after the other) leading
to an infinite sequence of partial occlusions that is approximated by a single occlusion
in our case, with minimal effect on the final appearance.

d.3 appearance exploration

In this section, we explore some of the potential appearances of the most interesting
parameters of our appearance model for feathers. For these experiment, we create a
matrix of renders for a feather wing under sunlight conditions, where we vary only
two parameters we are interested and let the rest of parameters fixed. In particular, we
include experiments of the following configurations: (1) barb eccentricity vs barbule
longitudinal angle, (2) barbule length vs barbule separation, (3) barb roughness vs
barb eccentrity, (4) barb roughness vs barbule rougness and (5) Barb eumelanin vs
pheomelanin.

In Figure D.3 we explore the relationship in terms of appearance between the bar-
bule inclination and the barb eccentricity. As we increase the barb eccentricity the
feather becomes slightly brighter in some regions (close to the rachis) and darker in
others (upper right vane). On the other hand, a larger barbule longitudinal angle (bar-
bule inclination) results into a larger influence of the barbule BCSDF for some regions
of the barn depending of the barb angle given by the geometry texture.

In Figure D.4 we analyze how the different configurations between barbule length
and barbule separation affect the masking term in terms of appearance. The larger the
barbule separation, the more transparent the feather becomes. On the other hand, the
larger the barbule length is, the more prominent the barbule appearance is.

In Figure D.5, the barb roughness parameter controls the transition between a spec-
ular surface and a matte surface, while higher barb eccentricity values increase the
intensity at some specific regions and darker it at others.

In Figure D.6 we vary both the barb roughness and the barbule roughness and eval-
uate how affect the final appearance of a single feather. The larger the roughness, the
more matte and softer the final appearance becomes. At low roughness, the specular
highlights from the barb and barbules are clearly noticeable and they can be a helpful
setup to debug the contribution of each feather component in more detail.

In Figure D.7 we perform an appearance parameter exploration for the two main
pigments of our barb BCSDF. Please notice how the appearance of the single feather
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D.3 appearance exploration

Figure D.3: Appearance exploration of a feather wing for two free model variables: the barb
eccentricity parameter (rows) bc = [1.0, 1.3, 1.6, 1.8] and the barbule longitudinal
angle parameter (columns) θbb = [0◦, 10◦, 15◦, 30◦, 45◦].

change from white and yellowish appearances for low eumelanin and pheomelanin
values to dark brown and black appearances for higher values.
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D.3 appearance exploration

Figure D.4: Appearance exploration of a feather wing for two free model variables under front
point light source: the barbule length parameter (rows) lbb = [0.01, 0.1, 1.0, 2.0, 10.0]
and the barbule separation parameter (columns) δbb = [0.01, 0.1, 0.5, 1.0, 2.0].
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Figure D.5: Appearance exploration of a feather wing for two free model variables: the barb
eccentricity (rows) bc = [1.0, 1.3, 1.6, 1.8] and the barb roughness parameter (rows)
βmb = [0.01, 0.05, 0.1, 0.5, 1.0].



D.3 appearance exploration

Figure D.6: Appearance exploration of a feather wing for two free model variables: the barb
roughness parameter (columns) βmb = [0.01, 0.1, 0.5, 1.0, 2.0] and the barbule rough-
ness parameter (rows) βmbb = [0.01, 0.1, 0.5, 1.0, 2.0].
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D.3 appearance exploration

Figure D.7: Appearance exploration of a feather wing for two free model variables: the barb
eumelanin parameter (rows) ρb,e = [0.1, 0.5, 0.75, 1.0, 2.0, 3.0] and the barb pheome-
lanin (columns) ρb,p = [0.1, 0.5, 0.75, 1.0, 2.0, 3.0].
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